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Abstract: There is a growing interest in adopting object tedhgies for the development of real-time
control systems. Several commercial tools, curyeatiailable, provide object-oriented modeling and
design support for real-time control systems. Wttikese products provide many useful facilities hsuc
as visualization tools and automatic code genaratibey are all weak in addressing the central
characteristic of real-time control systems design, providing support for a designer to reasoboua
timeliness properties. We believe an approach thegtgrates the advancements in both object
modeling and design methods and real-time schegltifieory is the key to successful use of object
technology for real-time software. Surprisingly sl past approaches to integrate the two either
restrict the object models, or do not allow sopbiéded schedulability analysis techniques. Thigstu
shows how schedulability analysis can be integrati¢d UML for Real-Time (UML-RT) to deal with
timing properties in real time control systems. Bl@pecifically, we develop the schedulability and
feasibility analysis modeling for the external maggss that may suffer release jitter due to being
dispatched by a tick driven scheduler in real-timentrol system and we also develop the
scheduliablity modeling for sporadic activities, avb messages arrive sporadically then execute
periodically for some bounded time. This method t&nused to cope with timing constraints in
realistic and complex real-time control systemsnigshis method, a designer can quickly evaluage th
impact of various implementation decisions on schadllity. In conjunction with automatic code
generation, we believe that this will greatly sindiae the design and development of real-time adntr
systems software.

Key words. UML-RT, Real-Time Control Systems, Object-Orient@dsign, Real-Time Scheduling
Theory

INTRODUCTION effect after possibly several iterations, it greatllies
on the abilities of the designer and unnecessarily
Real-time control systems are concurrent systemsonsumes an elaborate amount of time and effort.
with timing constraints. They have widespread use i To eliminate these shortcomings, there have been
industrial, commercial and military applicationshéy  many attempts to make use of object-oriented
require both logical correctness and timingtechnology for real-time software. Some of themehav
correctness, the logical correctness can be exgilesscome from the industrial argd, while others have
in terms of correct input and output, the timing come from acadentd). Many of these claims are
correctness can be expressed that the system musbstly based on the assumption that real-time
meet the time-critical deadlines to prevent aschedulingtheory can be used to perform scheditjabi
catastrophic system failure. Real time controlsyst  analysis. But, traditional real-time scheduling dhe
are one kind of hard real-time systems. They areesults can be directly used only when the object
differentiated from other types of systems by themodels are restricted to look like the tasking nt®de
timing requirements associated with some or all ofemployed in real-time scheduling theory, as it hesn
their computations. As a result, validating suchdone i#. In other cases, either the claims are
systems requires that these additional timingunsupported or based on less sophisticated anafjsis
constraints also be satisfied. This verification is[8] provides the first attempt to apply real-time
especially necessary for the real-time controleyst, ~ scheduling theory to the object oriented desigrthey
where fatal situations may occur if any timing use of the state-of the art in the both fields.tHair
constraints are not met. Typically, the designer ofstudy, they show how to integrate traditional
realtime control systems has dealt with thesescheduliability analysis techniques with objeceated
timeliness properties by wusing their intuitive design models based on the assumptions that tire ent
engineering skills to design such systems and tyen external message arrives perfectly on periodic or
substantiating  their design through systemsaperiodic time interv&l. Provides the first attempts to
simulation. While this method produces the desireccommercially implement scheduling theory for UML
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model design by using the technologie€!inthese capsules can call operations on classes. Sending
integrated tools allow issues of timeliness to bemessages through public ports is the only methad th
addressed much earlier on in the development psoces capsules can communicate with other capsules. In

However, some critical issues regarding real-timeaddition to that, capsules have their behaviorrasefi
control systems are not well addressed by the surre by UML hierarchical state machines (whereas classes
approaches, especially because schedulability sisaly have their behavior defined by methods). The
for real-time control systems has not been effetyiv collaborative behavior of the collection of sub-
incorporated. Although some researcerd have capsules can be described in a number of ways.
addressed this problem by providing code synthefsis Sequence diagrams illustrate capsular interactions
scheduling aspects and functionality aspect modelghrough message exchanges in a time sequence. Every
they have mainly focused on the assumptions that atapsule in the sequence diagram has a lifelineeTim
external events arrives perfectly on a periodic omprogresses from top to bottom along a lifeline.
aperiodic without release jitter and sporadic @éffetn  Sequence diagrams use directed message arrows to
general the real-time control systems are notdlse,ca describe messages sent from one capsule to another.
message may be delayed by the polling of a tickfThe horizontal dimension represents the different
scheduler, or perhaps awaiting the arrival of asage objects in the interaction.
and some real-time control systems have messages th  Scheduling theory for real-time systems has
behave as so-called sporadically periodic; a messageceived a great deal of attention. The first dbation
arrive at any time, executes periodically for afmed to the realtime scheduling theory was madeé'byrhey
number of periods and then re-arrives periodicialiya  developed optimal static and dynamic priority
number of times and then does not arrive in a fargescheduling algorithm for hard real-time systems. In
time. Examples of such messages interrupt hantllers general, real-time scheduling theory models are
burst interrupts or certain monitoring messageeal-  centered on end-to-end system behavior, which are
time control systems. Until now there is no extehde modeled using the notion of tasks. A task reprasant
method of the object-oriented design methodologies entity requiring execution in some specified
deal with these timing constraints for real-timenttol ~ environment and it has several characteristicsiaétl
systems. Thus the above analysis methods need to béth it. Basically, scheduling theory modeling
improved. expresses a real-time control system as a colfectio

In this study, we will present an approach totasks. Since then, significant progress has beele ma
incorporating schedulability analysis in a UML for generalizing and improving the schedulability asaly
Real-Time (UML-RT) model-based development The authors developed exact schedulability anakgsis
proces®. Using this approach, satisfaction of the end-determine worst-case timing behavior of tasks with
to-end timing constraints of real-time control gyss  hard real-time constraints in the RMA model
can be verified and the schedulability analysisiltes considered in their initial wofk!, as well as extended
will be used for aspect-oriented code generatiothin models, such as arbitrary deadlines, release ,jitter
model transformation and automatic code generation. sporadic and periodic tasks™.

Most of the deterministic schedulability analysis

UML-RT and real-time scheduling theory: The techniques follow the same approach. First, théonot

Unified Modeling Language (UML) is a graphical of the.critical instant of a task is defir_1ed todreinstant
modeling language for visualizing, specifying, at which a request for that _task will have the daitg
constructing and documenting the artifacts of safew ‘r_'e§pons.e time. Then, the_notlon .Of a busy pgndel_mll
. : . i’ is defined to be a continuous interval of tirdering

systems. The UML is a widely accepted languageitand | : SR . !
. . ) . hich events of priority ‘i’ or higher are being
'S be(?omlng a de-facto standard for Ob]eCt'o”eme%:rocesse[a”. With these concepts, the calculation of the
modeling. UML has a strong set of general purposgq ot case response time of an action involves the
modeling language concepts and has been designed gsmytation of the response time for successiveasr
an open-ended language applicable across differeg the action, starting from a critical instant itinthe
domains. The tool, named UML-RT for real-time, end of the busy period, also the response time of a
developed by the Rational Corporation, uses UML toparticular instant of action can be calculated by
express the original ROOM (Real-Time Object- considering the effects of the blocking factor from
Oriented Modeling) concepts and their extensions. lower priority actions and the interference factam

UML-RT uses the notion of capsules to describehigher or equal priority actions, including the yioeis
concurrent, active objects. Capsules are objeds$ thinstance of the same action. If the worst-caseorsp
communicate with other capsules through interfacesime of the action is less than or equal to itsdiiea,
called ports and have each their own thread othe action can be said to be schedulable and feasib
execution. Capsules differ from other classes @&t th Otherwise, the action is not schedulable or feasibl
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Fig. 1: The Reverse Rolling Mill

An example of control system: For instance, Fig. 1 active objects are called capsules. These capsules
depicts a typical reverse rolling mill in the steelinteract with each other only through sending and
rolling mill. It has a payoff reel, a rolling miind a  receiving messages via interface objects cafleds
tension reel. A hot coil strip is the specified that are specialized attributes of capsules. A wlaps

thickness and coiled by the tension reel. The &im oMay have an internal structure that can be spelcifie
the rolling process is to reduce the thickness sfrip using an object diagram or collaboration diagratme T

to a desired thickness gauge. This is done by amply nodes of llnternal structure are aI;o capsules,rwhm_ay
. : . have an internal structure of their own and soTdns
force to the strip while moving through the rollpgadn

order to meet increasing demand for higher oregisio hierarchical decomposition allows the modeling of
S 9 . gherp complex system structures. Figure 2 shows thetsimeic
strip thickness. A new automatic gauge controlesyst

: - models of the automatic gauge control system
was developed with containing Roll Gap Control,  cqngjsting of several active objects and intercotioe

Roll  Speed Control and Roll  Eccentricity  petween objects through ports. In UML-RT, The
Compensation. The Roll Gap Control System attempts  sequence diagram represents the behavior of aleapsu
to adjust the force from the hydraulic cylinder andit shows the sequence of messages between objects.
hence the roll gap, to ensure the output thickoés$se  The graphical syntax for sequence diagram in the
rolled strip. The Roll Speed Control System  automatic gauge control system is shown in Fig.l8s
automatically adjusts the roll speed accordinghe t figure shows all the elements used in most sequence
mass flow theory and the tension of the steel tip diagrams. The vertical instance lines represen¢at)
reduce the influence of thickness fluctuation aais§y ~ participating in the scenario. The horizontal aiscave
the high quality requirements. The radtcentricity =~ Messages. Each message Ime_starts at the originato
compensation system is applied to adjust the roll gap ©bject and ends at the target objects and has sages
according the right compensation amplitude. If then""r"(‘je onhthg Imset’e;u&:l'rt:'alf t'ﬁlmcﬁness_Control objecrt1
eccentricity compensation is not done as the righte, %efn ks t eSenet_ bie tICI n?ﬁs_ 0 messag_e o t teh
it cannot cancel the effect of eccentricity in tioding hickness_sensor object. In Ine sequence diagram, the

. N time flows from the top to bottom and the time axis
process; it can make the strip thickness becomesevor

- . _ only show sequence.

The eccentricity compensation must be done atigfine r
time or right pace. Even if it is done in the right . .
amplitude, but it is not done at the right timegah also  An extended analysis model for real-time control
make the strip thickness worse. All the controlteys ~ Systems:  Based UML-RT and automatic code
must guarantee their functional requirements anéhg ~ 9€neration ~methodologies and  tools, we can
requirements. In order to design such systems, ilie Wautomatlcally produce a feasible real-time control
use the object—oriented analysis and desigr‘?yStem and executable codes. But for the real-time

methodologies for analysis the functional requiretae control systems with release jitter and sporadic
aolog . ySIS | €d effects, we must improve these methodologies,
and timing requirements in such real-time control

especially in schedulability analysis models and
systems. schedulability analysis methods. We developed a

schedulability analysis model for real-time control
Control system modeling in UML-RT: The basic systems based on UML-RT and automatic code
architecture entity in UML-RT is an active objetttese  generation methodologies.

340



American J. Appl. Sci., 1 (4): 338-347 2004

Roll_Gap_Control Tension_AGC_Contro Speed_Contro | Eccentricity_Compensation
atic_Gange,
Operator_Consale ntrol_System - ntrol_Strate gic_Database]

Eccentricity_Se
r

Tension_sensor

[Thickness_Senso Speed_Sensor

Fig. 2: Structure Model of Automatic Gauge ConBgktem

X X X

s r Eccentricity_ G G heric] ” g
T e Toewat e o] [oonace]  Fate] et e I T I e
ThicKness-Setup| Get| Thickness_ho)
Return_Thickness_h()
Set| Roll_Gap_s()
Send] h_Tension() -Zl Adjug_Roll_Gap_40
Store_h_Parameters()
Tension_ AG{”_Ti
- cnston - TriggerQ Send_h_Tepsion()
S — Ge]_Speed_Vhl()
Return_Sgeed_Val() l
Get_Tensjon_Val(y
Return) Tension_Va() .
[l Eccentricfty_Trigger() Adjust_Speed_Val{)
e Get_Eccentricity_Senkor_val()
Return_[Eccentricity_Nal() ]
Gdt_Speed_Val_Egc()
Return_Speefl_Val_Ecc{) I
Set_Roll_Gap_Ecc()
— > . .
TZI Adjus{_Roll_Gap_Hccentricity()

Fig. 3: Sequence Diagram of Automatic Gauge Corgysitem

Our schedulability analysis model is restricteduto-  result of the arrival of an external event thagiovated
processor single thread implementation environmenfrom an external source. External event sources are
and it is applicable to the design models andtypically input devices (such as sensors) thatringe
implementation models presented in UML-RT. Tothe CPU running embedded software. These external
facilitate schedulability analysis, our schedulapil events can be periodic or aperiodic and also hittes |
analysis model can be systematically derived frben t and sporadically periodic characteristics. We espre
application models and implementation models. Thehe real-time control system as a collection of
analysis gives a view of the real-time control eyst transactions that capture all computation in thsigie
that focuses on end-to-end behaviors, instead jgicob model. We also use the term action to capture the
behaviors. This is useful for timing constraintstbe  processing information associated with an exteoral
real-time control systems are often “end-to-end” ininternal event. In our model, an action captureas th
nature, i.e., From the system inputs to systemudstp entire run to- completion processing of an evemite T
and thus, span a computation that may involve the&xecution of an action may generate internal eviatis
collaboration of multiple objects. trigger the execution of other actions. Thus, each

In our study, we assume that real-time controltransaction can be expressed as a collection afract
systems are implemented in a uni-processor singland events. Each action is a composite action and
thread environment and it is made up of a set oftomposed of primitive sub-actions, these primitué-
transactions, where transaction denotes a singlden actions include sound, call and return actf®nshich
end computation within the system. Specifically, itgenerate internal events through sending messages t
refers to the entire causal set of actions execagsed other objects.
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Notation: In our study, we use the event and messag€ommunication relationships: We assumed that there
as synonymous. Let = {E;, E,,..., E, E+1, ..., B} are two types of communication relationships betwee
represent the set of all events-streams in theesyst actions, asynchronous and synchronous. We use the
where B, E, ..., E, denote external event streams andSymbol “~” to denote asynchronous relationship. An
the remaining are internal ones. All external evemre ~ a@synchronous relationship A A; indicates that action
assumed to be asynchronous, periodic, aperiodiateve A 9enerates an asynchronous signal everfuging a

and sporadic events with release jitter. We ysto J send sub-action) that triggers the execution abaock;

represent the jitter time of external event & and t Likewise, we use symboks” 1o denote a synchronous

represents the outer period and inner period fofoaionship. A synchronous relationship A A
prese - b P indicates that action Ai generates a synchronolis ca
sporadically periodic external events E the external

b ; ) ) event Ek (using a call sub-action) that triggers the
event is without sporadic effects, then inner mrd  oyocytion of action A We assume that if the events

such event is equal to its outer period. Each eater have a synchronous relationship, the actions hage t
event stream jEcorresponds to a transactignWe also  same priority. We also use a “causes” relationsinig
use Ato represent an action that is associated with eacyse the symboll for that purpose. Both asynchronous
event E An action may be decomposed into a sequencgnd synchronous relationships are also causes
of sub-actions A= {ai1, a2, 83, ..., @ni}, Where each relationships, i.e., A~ A;j=> (A 0OA;)and A = A

& ; denotes a primitive action, such as sending &> (A, O A; ), Moreover, the causes relationship is
message, calling a message and returning a messagensitive, thus (AD A; ) O (A; O Ac) => A O A
We use q to represent the instance ‘q’ of action A When A O A;. We say that Ais a successor of;Aince
Within this model, each action Ai represents théren A; must execute (at least partially) for; Ao be
“run-to-completion” processing associated with antriggered.

event Eand it is characterized as either asynchronously

triggered or synchronously triggered, depending onsynchronous set: For the purpose of analysis, we
whether the triggering event is asynchronous owefine the term “synchronous set of;”.A The
synchronous. Each action; Aexecutes within the synchronous set of iAis a set of actions that can be
context of an active object (capsufejA;) and it is also  built starting from action Aand adding all actions that
characterized by a priority (p (A which is the same as are called synchronously from it. The process is
the priority of its triggering event;EEach action Ais ~ repeated recursively until no more actions candsied
also characterized by the computation time (Q)(@nd 10 the list. We use&” (A;) to denote the synchronous set

the deadline (D (4). Each sub-action;g of Ai is qf Ajand C (Y’(Ai)) to d_enotg the cumulative execution
characterized by a computation time C)a time of all the actions in this synchronous set. &l&o

(abbreviated as;G); the computation time of an action call Ai as the root action of this synchronous set.

is simply the sum of its component sub-actions; i.e
Release Jitter: The release jitter time is the maximum
ie. O( A ) =Y G, alsc time that a message may be delayed betyveen t.tvalarrl
~ " of the message that awakes the transaction arnihthe
the message is put in the run-queue (release)edh r

the computation time of any sequential sub-group 0Fime control systems, the external messages ortgven
sub-actions g, to g4 where p< q is: may suffer release jitter due to being dispatchetidi
" ’q driven scheduler. The external events arrivals rave

i« perfect periodic and aperiodic. In our analysis elpd
Ci,p--~q=2 Ci,iC we assume that only the external events has release
i=p jitter problem and the internal events do not hjtter
problem, because the internal event arrival is only
Each event and action is part of a transaction. Fodecided by the action that represents the entire-to
the rest of this study, we use superscript to denotcompletion” processing associated with the internal
transactions. For examplé,| represents an action and event.
E represents an event, both of which belong to
transaction t. Adding the superscript for extematnts  Sporadically periodic event: Sporadically periodic
{Ex: k=1, 2, ..., n}is unnecessary since there is dyact event is a message that arrives at some time and
one external event associated with each transa¢ton  executes periodically for a bounded number of mirio
external event Ebelongs to transaction k and would be (called inner periods) and then re-arrives periatiic
denoted askf. In this case, the superscript will be for a number of times and then does not re-arniva i
omitted. larger time (called outer periods).
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Fig. 4: Method Description of Automatic Gauge Coh8ystem
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behave as so-called Sporadically periodic messagespmmunication device, or some certain monitoring
example of such messages is interrupted handlers foasks.
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Extended UML-RT for control system modeling: period and inner period. Each event cannot re-arriv
We know that there are a lot of advantages of UML,sooner than its inner-arrival time, each event may
UML-RT and automatic code generation execute a bounded amount of computation and it is
methodologies for real-time control system associated with the action, each action is givem th
development, such as consistency of model viewsworst-case execution time and deadline. This worst-
problem abstraction, improvement of problemcase execution time value is deemed to contain the
abstract, stability and usability, automatic codeoverhead due to context switching. The cost of pre-
generation. Although these methodologies have a lotmption, within the model, is thus assumed to be
of advantages of real-time control systems, thezero.
explicit timing requirements in real-time systenear
not graphically expressed and the release jitt&l angyiensions of UML-RT for real-time control
sporadic effects in real-time control system are NOgygems: From UML and UML-RT, we know that the
addressed. In this chapter, we use the automalighite state machine behavior models of objects are
gauge control system to illustrate our extensiohs o cefl for code-generation; they are not very candu
UML for real-time control systems. This real-time ¢, reasoning about end-to-end behaviors, or sanar
control system has release jitter and sporadiceffe v -RT uses sequence diagrams to model end-to-end

system behaviors, or scenarios. However, sequence
General description of the automatic gauge control diagrams are weak in expressing a detailed
system: Figure 4 and 5 give the general description ofspecification of end-to-end behaviors, which is
the automatic gauge control system. This system isecessary for schedulability analysis. To exprass o
made up of nine objects, where each object’s finitddeas, we extend the sequence diagram notation to
state machine is shown. We can observe that eadfapture detailed end-to-end behaviors.
object has only one “real” state associated with\e In the extended sequence diagram of UML-RT, we
also notice that each object calls $seciallnitization  capture the details of the processing associatéd ami
action during initialization, through the systemeat  event. In the rest of the thesis, we will use teemt
RTInitSignal and SpecialDestruction action during action to refer to the entire run-to-completion
system shutdown, through the system evenprocessing of an event. Each action is, in general,
RTDestroySignal. In addition, there are three external composite action and composed of primitsubstance.
events interacting with the system just describedrhese primitive sub-actions include the sound, @ad
above. The first external is a thickness setup evenreturn actions described above, which generatenate
This event is a periodic event with period 60 tiomet  events through sending messages to other objeats. F
and 3 time unit release jitter in the system. Téeosd the purpose of this thesis, we will restrict oueation
external event iFension_AGC triggered event, which to a single sequence of sub-actions, although we no
is an aperiodic event with period 200 time unitd &  that conditional behavior (as may happen with guard
time unit release jitter. The third external is conditions associated with transitions) can eabidy
Eccentricity Control triggered event; this eventas incorporated. We will also assume that if an aci®n
sporadic event, with outer period 900 time unitsl an triggered by a synchronous message (generateddrom
inner period 300 time units. The entire externares  call action), then that action must have a singlelyr
arrive into the system at time O. action and that this action must be the last stioac

In the extended sequence diagram of UML-RT, we also
Timing characteristics of the automatic gauge Use the follows the notations to represent theeubfit

control system: We have described the automatic €vent types:
gauge control system functional requirements. Nogv,
will consider the timing characteristics of theteys, « We use “s” to represent the asynchronous
Table 1 shows the timing characteristics in the  messages (events).
automatic gauge control system. All the timinge We use® " to represent the synchronous messages
properties can be derived from the real-time cdntro  (events).
system timing requirements. From the table we & s « We use 7" to represent the periodic messages
that events have unique priorities, can arrive @ a (events).
time, but have a variable bounded delay beforegoeine  We use “+” to represent the aperiodic messages
placed in a priority-order run-queue. Periodic and  (events).
aperiodic events are given worst-case inter-artivaé  « \We use ‘s2ms” to represent the sporadic periodic
and sporadically periodic events are given the route  messages (events).
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Table 1: Time Characteristics of Automatic Gauget@x System

Trans  Out.P. Inn. P. Num. Jitter Event(Type) ActionPriority Deadline Sub-action Comp.Time  Events Gatesl
t; Ti i n J E A m(Ai) D(A) a, Gij Ei (a,)
t 60 60 1 3 EExternal) A 10 60 {aLazad {5,1,1} Es (a1, Bs (a1, Bs (a9,
E: (call) A 10 60 {as ad {5, 1} -
B (Signal) A 10 60 {a.} {5}
B (Call) As 10 60 {ax {3} -
to 200 200 1 5 FExternal) A 9 125 {31, @22 2.3 {4,1,5} E7 (22
E(Signal) A 9 125 @y a2 a3 ad {4151} Es(a7,1), k(ar,2)
EB(Cal) A 9 125 {1 &2 {6, 1}
B (Call) Ay 9 125 {a1 &2 8.1
ts 900 300 3 HExternal) A 8 250 {21 &2 &3 &4 g {1,3,1,1,4} Eio (86,1), E11 (85,3), Ei2 (85,4)
By (Call) A 8 250 {201 a0 {7,1}
B (Call) Awl 8 250 {ariaud {6, 1}
B (Signal) A 7 250 {az2} {30}
Thickness| Eccentricity Tension_AGC Roll_Gap Speed Thickness Eccentricity Spead ension
Control (Compensation Control ‘Control onto Sensor Sensor Sensor Sensor
o . gh
_ E, N
Ay a2 Es dy )
ra Ay
13 E; As. as1 A2
ag,)
Ac I
B é E;
dal
As da2 E;
a3 ] A Es N
Az EN
a7.2 Asg IaEj
N P EEN
- E a7, 9.2
T: llly 3 - +
‘{U,l Eu R
Az HER) A IaLO.I
a33 En dlo2
) - apy
d34
E[] A” I a2
a35 Al . 121

Fig. 6: Extended Sequence Diagram of Automatic @atigntrol System

»  We use % " to represent the release jitter time of the Roll_Gap_Control object is responsible to adjust
the gap of role in the No.1 Stand, then using this
method to adjust the thickness of steel strip.

The extended sequence diagram can easily be

messages (events).

Figure 6 describes the automatic gauge control

system for rolling mill as discussed. The transacin
the system is driven by different external eveAs.it
can be seen, th&hickness Control object obtains the
steel strip thickness from thEhickness Sensor object
using a synchronous call action. It then does drerol
law calculations and generates a roll gap valuéchwis
sent asynchronously to theoll_Gap_Control object,
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extended to include sub-actions associated witte cod
executed by the real-time execution framework.his t
extended sequence diagram, we can see the external
events, internal event, actions and sub-actions.cive
also express the externals event arrival patterch 8s

a periodic external event with release jitter, aiquic
event with release jitter, a sporadic external ewvéth
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outer period and inner period. The extended?.
sequence diagram is useful to capture timing
constraints. Such as arrival rates of external &jen 3,
periodic, aperiodic and sporadically periodic ertdr
messages (events); release jitter time of external
messages (events); and end-to-end deadlines. This
extended sequence diagram can be integrated with
our proposed real-time scheduling algoritffisto
analysis the schedulability and feasibility of camht
systems. This extended UML-RT can also beg
integrated with automatic code generation
methodologies to produce code for the feasible
control systems. Using this extended UML-RT,6
designers can quickly evaluate the impact of vagiou
implementation decisions on schedulability. In
conjunction with automatic code generation, we
believe that this will greatly streamline the desig
and development of real-time control system
software.

CONCLUSION 8

Software design has become more and more
important within the real-time control system desig
process for functionality implementation graduallyg'
migrated from hardware to software. Consequently,
several commercial tools have become available that
provide an integrated development environment for
real-time control systems with object-oriented
techniques to facilitate the design phase, e. gisan
Real-Time Studio (http://www.artisansw.com) and
Rational Rose Real-Time (http://ibm.com). However,

these tools lack the ‘real-time” support requireg b 11.

many of these systems, especially those with srihg
timing constraints.

This work put forward a formal model for 12.

specifying timeliness properties. The applicatioh o
the model is shown within a realistic case stude W
have extended UML sequence diagrams to visually
describe the timing properties for real-time cohtro

systems. The proposed notation is generally apgkca 13

to any modeling language using active objects and
explicit communication between objects through
message passing. This method can be used to cope
with timing constraints in realistic and complexale
time control systems.
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