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Abstract: Problem statement: Implementing a single or multiple classifiers tlatolve a Bayesian
Network (BN) is a rising research interest in netwmtrusion detection domaipproach: However,
little attention has been given to evaluate thefgperance of BN classifiers before they could be
implemented in a real system. In this research,pvagosed a novel approach to select important
features by utilizing two selected feature selectidgorithms utilizing filter approactResults: The
selected features were further validated by domajperts where extra features were added into the
final proposed feature set. We then constructeeetliypes of BN namely, Naive Bayes Classifiers
(NBC), Learned BN and Expert-elicited BN by utitigi a standard network intrusion dataset. The
performance of each classifier was recorded. Wendothat there was no difference in overall
performance of the BNs and therefore, concluded tha BNs performed equivalently well in
detecting network attack&€onclusion/Recommendations. The results of the study indicated that the
BN built using the proposed feature set has lestufes but the performance was comparable to BNs
built using other feature sets generated by theatigorithms.
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INTRODUCTION NIDS, as opposed to HIDS, are not concerned with
activities in individual computer systems but monit
Intrusive attempts on computer networks haveactivities in the computer network(s) where the
become more prominent considering the increasinglgomputer systems are located. Sensors of NIDS are
important role played by Internet systems in ouityda deployed at network entry points in order to manito
life™. Individuals and organizations nowadays hardlytraffics that traverse the networks. Both HIDS and
accomplish their daily tasks without relying on the NIDS can be implemented as passive or inline
conveniences provided by computer networks andechnology. The IDSs that utilize inline technoloigy
Internet technologies. Therefore, intruders coulden able to prevent damages once an intrusion is foGmd.
exploited the weaknesses of such technologieski® ta the other hand, IDSs that work passively typicédlyg
advantage of the information gained from theintrusive activities without preventing the lossesised
individuals as well as organizations. by intruders.
A series of protective measures have been taken to There are two basic approaches for HIDS and
protect Internet systems, which includes the sgttipn  NIDS in detecting intrusions: (1) misuse detectiom
of firewall, anti-virus software, intrusion detemi (2) anomaly detection. IDSs that employ misuse
systems (IDSs) and implementation of a proper #gcur detection approach detect attacks by comparing the
policy. IDSs are one of the mentioned measures thaixisting signatures against the network traffigsteeed
have received extensive attention by the public tdy the IDSs. When a match is found, the IDSs aitlet
protect their Internet systems. IDSs are useddatify, action as the traffics are considered harmful to
classify and possibly, to respond to benign adtisft. computer systems or computer networks. Actionsrtake
There are two basic types of IDSs, namely, Hostby the IDSs will normally include sending alerts to
based IDS (HIDS) and Network-based IDS (NIDS).network administrator and logging the intrusive ritge
The HIDS monitors activities in a computer systemIDSs that implement misuse detection approach are,
without considering the activities in the computerhowever, incapable of detecting novel attacks. The
network where the computer system is located. Thaetwork administrator will need to update the siore
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signatures frequently to make sure that the IDSsnonitoring agent encapsulates an Expert-elicited BN
perform well in detecting intrusions. IDSs that éoyp and is responsible for monitoring a particular tygfe
anomaly detection are capable of identifying novelintrusion. Therefore, the modification of an ininrs
attacks, that contain activities deviated from tloem.  pattern will not affect others.

Such IDSs utilize the built profiles that are lezdn A hybrid intelligent IDS developed BY
based on normal activities in computer networks.incorporated BN and Self-Organizing Map (SOM). In
Nevertheless, false positive alarms are likely geteel  this research, SOM theory was slightly modified thoe

by the IDSs as activities in computer networks db n standard network intrusion dataset, which contains
always follow the norm. For instance, a server in dabels. The experimental results showed that the
computer network might receive an incredibly largeperformance of the hybrid intelligent IDS was bette
number of connections from the public in a shortqge compared to the non-hybrid Bayesian learning
due to its interesting content. approach.

In this study, we attempted a NIDS that employs  Research for comparing performance of different
Bayesian approach to detect intrusive activities inclassifiers were conducted as well. The resear¢h by
computer networks. Empirical evaluation washas shown that Naive Bayes Network depicts
conducted to obtain optimal features to built défe  competitive results when compared to Decision Trees
types of BNs by leveraging on a standard networldespite the fact that Naive Bayes Network workebtas
intrusion detection dataset. In addition, stratifie on the assumption that all variables involved are
sampling of the standard dataset was performed toonditional independent from each other.
obtain four different sizes of datasets. Using the A framework for an adaptive intrusion detection
datasets, BNs built using the selected featurese wersystem was proposed Byusing BN. In this research,
tested to investigate their performance in detgctin any new network data that was considered intrusive
intrusions in computer networks. the system will be added to the dataset. The IDS wa

therefore, updated from time to time.
Related work: Researchers have utilized various The technical report 8f proposed a new model for
Artificial Intelligence (Al) approaches and dataninig  intrusion detection that is able to classify nevabeled
techniques to construct a better IDS. Bayesianagmbr data and allow for constant updating whenever new
has been one of the major Al approaches utilizethby data is captured. The author exploited the pod#siluf
researchers in the network security dorfiafh developing the model using Partially Observable

A study by classified intrusions using both BNs Markov Decision Process (POMDP).
and Classification and Regression Trees (CART). The Session Anomaly Detection (SAD) was proposed
features of the intrusion data were selected based by™, which utilized Bayesian parameter estimation
Markov Blanket of the target variables. An ensemblemethod to analyze web logs and detecting anomalous
classifier was constructed by combining bothsessions generated by the Whisker and Nimda worms.
approaches to increase robustness, accuracy ated betSAD functions by developing a normal usage profile
overall generalization. and compared it to the generated web logs agaiest t

An interesting research Byproposed an IDS with expected frequency. The study reported that SAD
a cooperative agent architecture. The system altbevs performed better than SNORT, which used misuse
agents to share belief on an event occurrence ardktection technique.
perform soft-evidence update to enable a continuous A study by proposed a method to effectively
scale for intrusion detection. There are three dype  analyze data that were collected by the distribuizsl
agents in the proposed system: system monitoringased on Bayesian Multiple Hypothesis Tracking
agent, intrusion monitoring agent and registry &gen (BMHT), so that the related incidents can become
The system monitoring agent is responsible forapparent. As discussed 4, most of the existing
processing log data upon request and communicatessearch works concentrate only on a network that t
with the operating system. Such agents publishr theilDS want to protect and therefore only the inforiorat
facts and beliefs derived from observations of eaclof attack activities that occurred in the networil tve
other. Intrusion monitoring agent, on the other chan gathered. To have a complete view of an intruder’s
performs belief update based on BNs using observedction, the author suggested an approach in gatheri
values (hard evidence) and derived values (bebefs data from more than one network via IDSs. The BMHT
soft evidence) from other agents as well. Usinghbot is used to reorganize network data so that a beiter
hard and soft findings, the system is able to ifient of the activities occurring in the networks can be
various known attacks. In the research, each iiotnus obtained.
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The above mentioned research works reported Consider a BN with n nodes, with X representing
various network intrusion detection methods, whichrandom variables and x denotes the states of the
utilized a single type of BN or a BN is used t0@#th random variables. The joint distribution is preseht
with other classifier in bylldmg a better IDS. Hever, by P(X, = X, X2 = X ..., Xa = X)), OF in & more
thesg research works did not evalugtg the perfocrqnan compact way, P %, ...x). The graph specifies a
of different types of BN before deciding to useheit factorizati f the ioint orobability distributisrbased
one of them. Therefore in this study, we invesgdat actorization o .e joint probabiiity distributisrbase
how different types of BN perform in identifying O the chainrule:
various types of attacks. Two known types of BN and
BN crafted based on the domain knowledge on attacks

P(x,x,..., = P s X
were built and evaluated. 0% %) ” O B s

Bayesian networks: BN is a prevailing method for . . L

dealing with uncertainty in real-world decision rirak A BN can be described via qualitative and
and it has been applied to various research domairfilantitative components. The qualitative comporent
successfully. There are major advantages of usiNg B Presented by the structure while the quantitative
in various research domains. A research domairbean component, through its CPT. Posterior probabilités
understood well as the BN structure provides eiplic query variables can be calculated in light of any
inter-relationships among the data set attributesevidence by having both the qualitative and quativi
Besides, methods are provided for handling missingepresentation of BN. By using Bayes'’s rule and an
data and to prevent over-fitting of data. Data dodhain  inference algorithm, BN can be used to perform
knowledge can be combined because a BN model haiagnostic, predictive and inter-causal reasoniag,
both a causal and probabilistic semaffitsHuman  well as any combination of the ab&¥e

interventions are allowed to modify the BN to irase There are three basic types of BN classifiers,
the performance of the predictive model. Furtheenor namely, Naive Bayesian Classifier (NBC), Learned BN
the expert-elicited network can be further enhanis?dg  and Expert-elicited BN. The NBC is the simplest BN
probability learning and network learning method tomodel that consumes low computational power. The
achieve higher accuracy of prediction. Adding dedis NBC has child nodes where they all share the sarde a
node and utility node to the network will extence th gingle parent node. The NBC assumes conditional
capability of a BN for decision analysis. independence for the child nodes.

X BtN ils a Directte(il_ Acyclic Grapht (S'ABG) art‘jisit?[ There are two steps involved in building a Learned
structural represeriation 1S represented by no BN. Firstly, the DAG has to be induced using erigti

correspond to random variables in a problem domain, .
Arcs in a BN represent causality or influential algorithms such as, PC, K2 and NPC, Secondly, the

relationship between parent nodes and child nodefarameters as defmed_ by. the DAG have to be
Nodes in the BN contain states of random variatiss. estimated. Parameter estimation can be conducied us

shown in Fig. 1, the BN is structured in such a wegt ~ &190rithm such as Expectation-Maximization (EM).
only the node C has Conditional Probability Table  Besides constructing BNs using existing machine
(CPT) given its parents. Nodes A and B have onigrpr learning algorithms, a BN can be constructed maywual
probability tables since they do not have any parenby eliciting knowledge of a domain expert. The
node. The CPT describes the strength between theonstruction process is a repetitive process, which
parent node A and the child node C as well as thévolves model verification and model revision.

parent node B and the child node C. Assuming that a  There are basically three categories of variables,
the nodes in Fig. 1 have two states, thus the GRT f namely, problem variables, information variables an
node C has a2 8 probability value entries. mediating variables to be identified by domain eipe

in constructing a BN manually. Problem variables ar
s related to classification, which in this study, ssidy

e v e o intrusions in computer networks. Information vatigh
on the other hand, provide information relevant to
classifying network intrusions. The features of the
dataset we used in this study will be served adeswie
. Bl Bk for classifying intrusions. The information varieblcan
Tme 010 S 553 005 be further divided into two sub-categories namely,
Dbe et 00 background information variables and symptom
Fig. 1: A simple BN information variables. Background information ise th

1950



Am. J. Applied Sci., 6 (11): 1948-1959, 2009

information available before the problem exists k@as  Intruders can soon send queries to gather infoomati
symptom variables can be viewed as consequen&gs afsuch as application type, version of the applicato

the occurrence of the problem. Since the backgroungrobamy operating system to figure out the possibl
information came before the problem, thus, backadou vyinerabilities to be exploited.

information variables will be the root of a DAG. 8h R2L attacks are conducted by sending packets to a
mediating variables serve as unobservable variablegyrgeted machine in a computer network to gain sEce
which are used to counter the dependency of tWo@e 5 it the intruders own an account in the targeted

information_variables for.solving the pl’OblE‘ﬁ’] The machine. R2L attacks can be performed in many forms
causal relations of the variables are as showigirek It takes advantage of weakly configured security

Attack categories in the dataset: The standard features, perform buffer overflow attacks and guass
network intrusion dataset involved is commonly used capture password of hosts in computer networks.
network security research for training and evahgti Whereas for U2R attacks, a local user may exploit
IDSS'"?L |t consists of records that can further beflaws in poorly designed systems so that root level
divided into five categories, namely, normal, Démii  privileges can be obtain&d.
Service (DoS), Probing (Probe), Remote to Local(jR2
and User to Root (U2R). MATERIALSAND METHODS

DoS attacks are performed to a host by usingaup it
resources so that it will not be able to providemaek  Pre-processing the dataset: The standard dataset used
service to the legitimate users. DoS attacks arst mofor network intrusion detection domain was a restih
feared as such attacks do not require intrudeagtess DARPA intrusion detection evaluation prograth It
to a victim machine. Performing DoS attacks cara®e consists of 494,021 records with 41 features aot eé
simple as running a script or a tool. There areymanihe records is labeled with a class Normal or aie

types of DoS attacks. Smurf attack is one of itsina 5, 1 haq of attacks. One of the records was however
types. By performing Smurf attack, an intruder send removed due to errors

large amount of spoofed Internet Control Message .
Protocol (ICMP) messages to broadcast addressas of The 22 types of attacks were later being

computer network. Hosts in the computer network wil ategorized into four attack categories. The redson
reply the ICMP messages and this will eventuallycategorize the attacks into four attack categase®

mu|t|p|y the network traffics in the computer netko ease the classification tasks in the later Stagdae of
A computer network can be saturated if such networkhe attacks consist of only a few records. Nevégtse
traffics are huge in number. unevenly distributed number of records could didl
Probing normally precedes an actual access oseen after categorization as illustrated in FigAack
DoS attack. Probing can be performed by utilizingcategory such as U2R consists of only 52 recordewh
freely available tools in the Internet such as NM8&ID  pos consists of nearly 0.4 millions of records.
that vulnerabilities of a particular host or a ca®  consequently, classification accuracies of categagh
network can be found. Such tool can be used to pin s U2R might be affected. However, better classite

sweeps a computer network to generate a list o . . . . .
potential victim machines. Port scanning can then p accuracies will be obtalngd in_handling four attack
performed on any of the machine in the lést t categories rather than handling 22 types of attacks

find out the ports or services that are currentie.
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Fig. 2: The causal relations of various variabiea BN standard dataset
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Fig. 4: The proposed IDS architecture

1. Algorithm OptimalF eatureSet()

2. Input:

3. An array D storing DARPA dataset with 494020 records
4. An array F containing 41 features from D

3. Feature Belection Algorithrns: FRM and FAL

6. Output: 5 feature sets, F3s is the optimal one

7. Pre-processing phase

& FRandomize (D)

9. Discretization (F, D)

10. RemovelrrelevantCharacters (F, D)

11/ Applying Feature Belection algorithrs Feh and FEMa
12. F8) € Feature set obtained from selection FEM,

13. Fi32 € Feature set obtained from selection FEM;

14/ obtaining the shared featurs zet F&s and combined feature
15. Hset Fiy

16.F3s € Farm 82

17.F3 € F3) 0 F3s

18. Appax €0

19. FStermp € FSs

20. For each feature Fy, in (FSs- FS3) do

21. FStep€ addFeature (Fr. FSiepy).

Aternp € compute Aceuracy (FStemp)-

™~

[}

If Atemp = Amax then
Atemp < -%max

FSs € FStemp
End If

N
-1 &\ o J.. w

. End for

dataset as well. As the number of features incrahse
relationships among the features as well as the
relationships between features and classes wilbbec
very complex. High computational cost will inevitab

be needed in processing such complex relationships.
is thus necessary to undergo a feature selectge $b
obtain an optimal feature set with less number of
features but able to provide high detection acéasac

We proposed a novel feature selection approach in
which the decision of feature selection algorithamsl
opinion of experts were incorporated. In our apphpa
two filter-based feature selection methods werel use
confirm important features of the dataset. Addiion
features which are considered important by the doma
expert were added to identify network intrusions.

As shown in Fig. 5, two filter-based feature
selection methods were utilized at the featurectiele
stage to produce two feature sets;(B&d F$) (line 12
and 13). Correlation-based Feature Selection Subset
Evaluator (CFSE) and Consistency Subset Evaluator
(CSE) were utilized by these two feature selection
methods. CFSE uses an algorithm that works together
with an evaluation formula, in which the ideas are
based on test theory. Good features are then edlect
with an appropriate correlation measure and a btawri
search strategy. The algorithm has the advantages i
identifying irrelevant, redundant and noisy featufast.
Relevant features can be identified as long asr thei
relevance does not strongly depend on other fegfttire
On the other hand, inconsistency of a feature lssisc
given different class labels is measured by CSEe Th
algorithm involved is monotonic and has the advgata
of removing redundant or irrelevant features fétsts
also multivariate and able to handle noises instatd.

Confirmation of important features was done by
extracting the shared features of these two featate
to form a shared feature set gFSThese two feature

Fig. 5: The algorithm to obtain an optimal featae
sets were then combined without repeating the same
A NIDS is proposed in the project. Preprocessingfeatures to generate a combined feature sef) (FS
feature selection and intrusion detection are thges (line 16 and 17).
involved in constructing the NIDS. The stages ase a  The neglected features fJFelated to Probe, R2L
illustrated in Fig. 4. As shown in Fig. 5, the red®of and U2R attacks were selected by domain experts and
the standard dataset were randomized and values 8flded one by one into the shared feature setsrmo fo
each of the features of the records were discibtige the proposed feature set @FSline 20-27). As the
the preprocessing stage (line 8 and 9). Speciatumbers of records of these attacks were relatively
characters for instance, “\’ and “ ” were seen rafte sSmall compared to DoS and Normal, thus classificati
discretization. The special characters will inceeélse  accuracies were expected to be low. Intervention of
size of the dataset and consequently increase th@omain expert might help in this case. Considetirey
computational cost in processing the dataset. Ramovcharacteristics of probe attacks, features such as
of these special characters is thus necessaryl(ipe dst_host_count and dst_host_rerror_rate needeceto b
added. dst host count was selected among the
Feature selection approach: The number of features neglected features as the Probe attacks involvarhe
required is another major concern in processing th@umber of connections to a same destinakiost.
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Table 1: The features of the five feature sets

Feature set Selected features No. of features
CFSE (F9 Service, dst_bytes, logged_in, root_shell, cosimt, diff_host_rate, dst_host_count, dst_host_sfiv tibst_rate 8

CSE (F9) Service, src_bytes, dst_bytes, logged_in, caistt,host_srv_count, dst_host_diff_srv_rate, dstt hesor_rate 8

Combined Service, dst_bytes, logged_in, root_sbelint, srv_diff_host_rate, dst_host_count, dstt lspg_diff_host_rate, 12

(FS) src_bytes, dst_host_srv_count, dst_host_diff rate, dst_host_rerror_rate

Shared (F§  Service, dst_bytes, logged_in, count 4

Proposed (F$ Service, dst_bytes, logged_in, count, dst_hosmtiproot_shell*, dst_host_rerror_rate* 7

*: Features that were selected based on domain|kedge

Table 2: Description of the features involved

Features Description Value type
service Type of network service on the destination Discrete
dst_bytes Number of data bytes from destination to source ntidaous
src_bytes Number of data bytes from source to destination nti@aous
logged_if Login successful or otherwise Discrete
root_shefl Root shell is obtained or otherwise Discrete
count Number of connections to the same host as therduwosnection Continuous
dst_host_coufit Number of connections to the same host as themuconnection Continuous
srv_diff_host_rate Rate of connections to different hosts Continuous
dst_host_srv_diff_host_rdte Rate of connections to different hosts Continuous
dst_host_srv_count Number of connections to the same service asuirertt connection Continuous
dst_host_diff_srv_rafe Rate of connections to different services Continuous
dst_host_rerror_rate Rate of connections that have “REJ” errors Continuous

i Intrinsic features; d: Features that are derifrech domain knowledge; t: Features that are forsidg a 2 sec time window; c: Features that
are formed using a connection window that consii90 connections
Constructing BNs as classifiers to intrusion
o @ detection: In the next experiment, performances of
different types of BNs were evaluated. The dataset
@ re-sampled to provide another three sample datasets
different sizes (75, 50 and 25 of the standards#dta
@ @ The re-sampling was done to produce sample datasets
@ that have the same class distribution as the algin
dataset.
@ The intrusion detection stage involved three BN
@ classifiers, namely, NBC, Learned BN and Expert-
elicited BN. The optimal feature set decided in the
Fig. 6: The same structure of NBC was used for theprevious experiment was used to construct the BNs.
four datasets The NBC is made simplified by assuming the variable
, are conditional independence of each other (FigT'eg
dst_host_rer_ror_rate was considered as W_e” beca_u?;%arned BN can be constructed using a few existing
certain probing attacks have larger time interval i . .
scanning hosts or ports. These features are formey arch algorlfchms. Experiment was conc_zlucted based o
using a connection window that consists of 100t e_datasets in order to choose an algorithm thatime
connections. root_shell was included to detect @ag  ©Optimal performance.
R2L attacks, which involve unauthorized access to a  On the other hand, the Expert-elicited BN allowed
machine. The finalized features for proposed feasat researchers to incorporate expert views into it. To
and other feature sets are as shown in Table Xonstruct an Expert-elicited BN, various types of
Explanation of the features is given in Table 2. variables need to be identified. Intrinsic featuoéshe
Five independent datasets were formed based oRgsyited dataset such as service, dst_bytes awiteser
the features of these five feature sets. BNs weilt b o isi0 in raw dataset. Thus, they would be treaed
using K2 algorithm and 10-fold cross Va|ldatI.O.I’I was,, background variables in constructing the BN
conducted to evaluate the BNs' classification . . . '
accuracies. The feature set with optimal perforraanc C/asses of various types of intrusions (DoS, Prétas,
will be selected for the next experiment. and U2R) will be represented using a problem Wégia
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Fig. 8: One of the BNs built using K2 algorithm

dst b Table 3: The classification accuracy (%) of BNsltbased on five
st_host_rerror_rate different feature sets

Feature sets

Fig. 7: The Expert-elicited BN, which was usedtite = Category = CFSE CSE Combined Shared  Proposed

four datasets Normal 99.9 99.9 99.9 99.6 99.8
DoS 100.0 100.0 100.0 99.9 99.9
Probe 66.8 98.3 98.1 63.3 89.4

There are features in the dataset, which are deriveg, 91.0 96.4 97.3 338 915
from raw dataset. Features such as logged_in, coungzr 65.4 34.6 55.7 23.1 69.2
dst_host _count, dst _host rerror_rate and root_shell
were formed based on knowledge of the domain andable 4: Significance test of classification accyrretween BNs

they were treated as symptom variables. The symptom built “S"EthE pmposggz”d other fceat”l;'_a Szts Sed
variables served as evidences for classifying the ombine are
. . L . . "Proposed 0.29 0.63 0.95 0.09

intrusions. Mediating variables were not in our— 0<01

consideration in constructing the BN as the vadalh

this study are observable. The Expert-elicited BNi$  petween the proposed feature set and other festise
shown in Fig. 7. The root of the BN was the except shared feature set. The poor performandeeof
background variables as they have direct influemee BN built in Probe, R2L and U2R was the cause of the
the problem variables. The domain experts incotedra significant difference between the proposed featate
their views regarding the attacks by refining andand shared feature set.
verifying the parameters of the nodes of the Expert A selection was then conducted to select a search
elicited BN. algorithm with optimal performance for building
Learned BN. Despite many more search algorithngs, th
RESULTS selected search algorithms K2, Hill-climber and
Tabl**! were identified because they are
The first experiment was conducted to select arfomputationally feasible in processing huge dataset
optimal feature set while the second experimenfOmpared to others.

; ; ; " As shown in Table 5, the Tabu search algorithm
ngrlng aBsNeIe(\:;:r?OSSf S@%rgsh a:)lgogtﬂrg fvc\)/;rzm?jr:enperformed relatively weak in classifying R2L andRJ2

constructed based on the optimal feature set aed tra:aCkS compared to others irrespective to thes sie
£

erformances of these BNs were compared in the la alaset. We thus compared only the perfqrmanceZof K
zxperiment P d Hill-climber search algorithms. An independent-

, . samples t-test was conducted as well. The resut® s
The results of the first experiment showed that th 4 -+ there was no significant difference betweenBNis
performances of the feature sets were comparable i using K2 and hill-climber search algoritam
each other except the shf_;lred _feature set (Tablehg). (Table 6). K2 was selected to build Learned BN latet
performance of the BN built using the shared feasiét  compared with the performances of other types 0§ BN
was poor especially in Probe, R2L and U2R attackgFig. 8).
(63.3, 33.8 and 23.1%). Table 7 shows the classification accuracies of
To compare the performances of the BNs builtdifferent BNs based on various sizes of dataset. We
using the proposed feature set and other feattsea® conducted an independent-samples t-test and no
independent-samples t-test was conducted. Thetiasul difference in accuracy between the BNs regardléss o
Table 4 shows that there was no significaneddice  the sizes of the dataset (Table 8).
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Table 5: The classification accuracies (%) of BN#tlbased on three different sizes of datasetgigiree different search algorithms

Quarter Semi 3-Quarter Full
Category K2 Hc Th K2 Hc Tb K2 Hc Th K2 Hc Tb
Normal  99.7 99.7 99.4 99.8 99.7 99.5 99.8 99.7 99.0 99.8 99.7 99.1
DoS 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.7 999 999 99.7
Probe 87.1 88.5 78.5 88.0 90.2 78.5 89.1 91.8 73.0 89.4 92.2 74.8
R2L 84.3 84.7 335 89.0 87.5 32.2 89.3 90.7 157 591 919 18.8
U2R 47.1 64.7 11.8 66.7 66.7 37.0 71.8 74.4 128 269 673 9.6

Note: Tabu search algorithm performed poorly in clagsgyR2L and U2R attacks. *Hc: Hill-climber searclyaithm; Tb: Tabu search
algorithm

Table 6: Significance test of classification aceyrbetween BNs built using algorithms K2 and hiiirber

Hill-climber

Quarter Semi 3-Quater Full
K2 0.32 0.85 0.19 0.77
* p<0.1
Table 7: Comparison in terms of classification aacies of the three BNs built based on four difi¢isizes of dataset

Quarter Semi 3-Quarter Full

Category NBC BN EE NBC BN EE NBC BN EE NBC BN EE
Normal  96.9 99.7 97.3 96.8 99.8 97.4 96.7 99.8 97.3 96.7 99.8 97.5
Dos 99.3 99.9 99.3 99.3 99.9 99.2 99.2 99.9 99.2 399 999 99.2
Probe 93.0 87.1 93.2 92.6 88.0 92.8 93.8 89.1 93.0 935 89.4 93.0
R2L 89.9 84.3 83.5 91.8 89.0 85.4 92.5 89.3 87.0 .892 915 86.8
U2R 52.9 47.1 76.5 59.3 66.7 77.8 61.5 71.8 769 855 69.2 69.2

*NBC: Naive Bayes Classifier; BN: Learned BN; EEqpErt Elicited BN

Table 8: Significance test of classification acciega for different

types of BNs Table 10: Time required for building and testing BNs
Quarter Semi 3-Quarter Full Build (s) Test (s)
NBC BN NBC BN NBC BN NBC BN Size of
EE 053 0.35 0.57 054 0.61 0.68 0.66 0.58 dataset NBC BN EE NBC BN EE
- <01' : : : : : : : Quarter 0.20 7.31 0.34 1.95 3.00 2.74
- P<P- Semi 0.36 20.84 0.50 4.01 5.69 5.34
Table 9: Comparison of classification results ofiwas BNs on Full ~ 3-Quarter 053~ 21.83 070 5.80 8.58 7.92
dataset and Wenke Lee Full 069 2327 066 7.89 1156  10.87
Category NBC BN EE Wenke lee
Normal 96.7 99.8 97.5 N/A L. e .
DoS 09 3 999 99 2 79.9 The BNs are able to perform well in identifying
Probe 93.5 89.4 93.0 97 DoS and Normal attacks (Fig. 9a and b). The BNggav
U2R 55.8 69.2 69.2 60 gooa periormance as we in probe an attacks
R2L 92.8 91.5 86.8 75 d f I b d R2L attack
Number in boldface indicates the highest clasgificaaccuracy for although the number of records involved was medium

an attack category as compared to DoS and normal.
Although the differences in terms of classificatio

The results of three BNs were used to compargccyracy were not significant, classification aecigs
with the results of the researchers that prepahed t of | earned BN for Probe category, especially inigy
datasét”. The BNs performed better in DoS, R2L and gmaj| datasets, were slightly lower as compareattier
U2R categories and give comparable results in Probgys (Fig. 9¢). The classification accuracies of NBE
category (Table 9). R2L were slightly higher in all sizes of datasets a

As shown in Table 10, NBC was built and tested;ompared to others (Fig. 9d). The Expert-elicited B
with the least requirement of time in almost ale th \y55 aple to give a better performance as compared t
datasets regardless of its size. However with fullythers in this attack category. A difference of428.in

dataset, it required a slightly more time in networ cjassification accuracy was observed in quarteasit
building compared to Expert-elicited BN. (Fig. 9e).
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Fig. 9: Comparison of BNs in terms of classificat@ccuracies in different attack categories. (a)nid category;
(b) DoS category; (c) probe category; (d) R2L catgp(e) U2R category
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DISCUSSION
be

for an attack category, the classification acceaaan

maintained or improved with the intervention of

The proposed feature set generated in the firsilomain experts. As such, the Expert-elicited BNusdho

experiment has fewer features compared to otheboe

improved so that it will work better if multiple

feature sets. This has suggested that the requiredassifiers or a single classifier is implementelIDS.

computational cost in processing network data can b
reduced while preserving the classification accurac

In the second experiment, K2 was selected as thf
search algorithm to build Learned BN consideringtth
it exhibited no difference in terms of performaras 5
compared to Hill-climber search algorithm. '

The subsequence experiment also indicated that any
type of BN is suitable for identifying attacks itihg
the standard dataset regardless of its sizes. Hawev
NBC can be utilized in identifying attacks if tinfer 3.
building network and testing is a factor.

The huge number of DoS and Normal records in
the dataset was the reason for high and consistent
classification accuracies of the BNs. The number ofy
records for U2R attacks was very small in the dstas
Classification accuracies were affected and theeefo
the performances of BNs in the attack category were
not that promising. Nevertheless, the results alsg
indicated NBC and Expert-elicited BN demonstrated
advantages in identifying R2L and U2R attacks,
respectively.

CONCLUSION 6.

In this study, we propose a novel approach for
selecting features and comparing the performance of
various BN classifiers utilizing the standard netkvo
intrusion dataset. The feature selection approach
required two feature selection algorithms to canfthe 7.
important features of the dataset and later intdion
of domain experts to form a proposed feature see T
interventions of domain experts in feature selechas
proven to be useful as less features were generated
compared to other feature sets produced by the two
feature  selection algorithms.  Moreover, theg
performance of the BN built by the proposed featgte
was comparable to others. Empirical experiment
conducted in this research also indicated that @y
these three BNs can be used in identifying attacks
utilizing the standard network intrusion dataseheT g
performances of the BNs are comparable to eachr.othe
However, NBC should be considered if the dataset
involved is huge in size and time for building netiw
and testing is the main factor to consider.

We are considering to implementing multiple-BN 10
classifiers in the future by looking at the advagetaf the
BNs in identifying certain type of attacks. It was
observed that even though the number of recorisys
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