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ABSTRACT

The zonal modeling approach is a new simplified pomtional method used to predict temperature
distribution, energy in multi-zone building and ou airflow thermal behaviors of building. Althoughis
approach is known to use less computer resource@Rk® models, the computational time is still asuis
especially when buildings are characterized by dmaed geometry and indoor layout of furnishings.
Therefore, using a new computing technique to thereot zonal models in order to reduce the
computational time is a promising way to furthempnove the model performance and promote the wide
application of zonal models. Parallel computinghtéques provide a way to accomplish these purposes.
Unlike the serial computations that are commonlgdusn the current zonal models, these parallel
techniques decompose the serial program into Sewbsarete instructions which can be executed
simultaneously on different processors/threads.aAesult, the computational time of the parall@ize
program can be significantly reduced, comparech& of the traditional serial program. In this eldj a
parallel computing technique, Open Multi-Procesgi@genMP), is used into the zonal model, Pressdrize
zOnal Model with the Air diffuser (POMA), in ordéo improve the model computational performance,
including the reduction of computational time ahd investigation of the model scalability.

Keywords. Zonal Model, POMA, OpenMP, Computational Time, Q@uuting Parallelization

1. INTRODUCTION information can be obtained by using zonal modish
as the indoor temperature distribution. Althougle th
A zonal model is a numerical modeling approach Computational Fluid Dynamics (CFD) models may
especially developed for indoor environment buidin provide the required detailed results as well, the
application, such as the investigation of indooflav complicated model structure of CFD techniques make
movement and temperature distribution, the estonati these models difficult to be used effectively into
of building energy demand and so on (Megri and situations involving a number of rooms over longiqés
Haghighat, 2007). Unlike the single or multi-zone of time (Clarkeet al., 1995), in consideration of the
modeling approaches where a uniform temperaturecomputational time. As a matter of fact, the zonal
distribution in a room is assumed, zonal models modeling approach is an intermediate numerical oteth
geometrically subdivide a room into several zonesbetween single/multi-zone and CFD models. It combin
where simplified mass and energy conservationthe simplicity of single and multi-zone models witie
equations are utilized along with the power law rlod comprehensiveness of CFD models and becomes a bette
(Haghighatet al., 2001; Yu, 2012). As a result, detailed substitute to predict detailed thermal and flowaabrs

Corresponding Author: Yao Yu, Department of Computational Science and EngineeNogth Carolina A and T State University,
Greensboro, North Carolina, USA

////A Science Publications 185 AJEAS



Yao Yuet al. / American Journal of Engineering and Appliedesces 7 (1): 185-193, 2014

in buildings (Megriet al., 2005; Jiru and Haghighat, 2. DESCRIPTION OF THE ZONAL
2004; Megri and Yu, 2010; Yu and Megri, 2011). MODEL
Although the zonal modeling approach is known to

use less computer resource than CFD models, the The zonal model POMA (Haghighat al., 2001) is
computational time is still an issue, comparedit@le  pased on the fundamental conservation equations
or multi-zone models, especially when buildings are (hoth mass and energy balances) and the power law
characterized by a large number of rooms with nogel to predict temperature and air flow
complicated geometry and indoor layout of furniglsin  (istributions within a room.

Therefore, it is not feasible for the zonal modglin  The mass and energy balances equations are
approach to be used in this kind of buildings, beeaof  yescribed below.

the huge computational work and time, which lintfis Mass balance equation:

wide applications of the zonal models into building

environment. One way to solve this problem is to dm

improve the computational performance by using ?” = 2+ Mo+ Mg | kg 5] 1)
advanced computing techniques, such as parallel
computing techniques. Where:
In the traditional serial computers, instructioms a M (kg) = The fluid mass of zone ij
executed sequentially. The Central Processing Unit m, (kg/s) = The rate of mass from surrounding zone

(CPU) executes a program instruction after instourct -
until to the end. In this execution mode, one _to Zone . .
instruction has to wait for the completion of the Moo k9 /§) = The rate of mass supplied as a source in
previous one. Therefore, the computational time is the zone, i.e., the air flow from a diffuser
dependent on how fast data can be moved through theng,,(kg/s) = The rate of a mass removed from the zone
CPU. Unfortunately, based on the current

development of computer techniques, the processing Energy balance equation:

time is still significant if a large humber of datae
involved. Parallel computing techniques provide a dQ;
solution for the large-number-data problem. In the dt
parallel techniques, a large number of data can be
decomposed into the ones with smaller size. Each ofWhere:

= ZQij + qsource + q sin k[ W] (2)

them can be performed or executed simultaneously orQ; (J) = The heat energy in zone ij
different processors/threads. The work of the g,(W) = The rate of heat energy from surrounding
decomposition can be accomplished by Message zones to zone ij

Passingllnterface (MPI) (Pacheco, 1997), Open Multi W) = The rate of heat energy supplied by a source
Processing (OpenMP, 2013). Consequently, the

parallel technique is not only able to improve the .
computational performance and reduce the execution%snk
time, but also to allow the completion of a worlath

is impossible to perform in a serial computer witlai In Equation 1,r, is defined based an, =pkA(4P)",

reasonable time period. where p (kg/m®) is the fluid density;A (m?) is the

In this study, the zonal model, Pressurized zOnal; s sectional area between two zord(Pa) is the
Model with the Air diffuser (POMA) (Haghighat al., ressure difference between two zorie¢m s Pa")

2001), was developed using C language and the s the flow coefficient, which is assumed to be3.8
executed on a High Performance Computer (HPC) W'thfor all zones;n is called flow exponent, which is 0.5.

multiple threads of control. The parallel technique . . . .
OpenMP, was used in this program for the dataTh|s above equation to defing,; is called the Power

decomposition. The feasibility of using the patalle Law Model (PLM), which is used to describe the mass
technique into the zonal model POMA was investigate flow rate from one zone to another.

The improvement of performance in terms of In POMA, pressures in each zone are assumed to be
computational time was demonstrated. Additionatlhg horizontally homogenous and vertically affectedydoy
investigation of the model scalability was accosipdid. the gravity. Thus, to determine th& in the PLM,

in the zone
(W) = The rate of heat energy removed from the zone
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pressure differentials between any two zones hamet The vertical pressure different® (Fig. 2) used in the
computed differently. PLM can be defined as:
The horizontal pressure differena® (Fig. 1) used in
the PLM can be defined as Equation 3 and 4: AP=P,,- R,-p,0H Ph (6)
AP:P:L_PZZ('rDefl_plg?_( R2=P2 g)Z=A E 3) Where:
-Apgz=Apg(z - J[ P Prerz (PQ) = The reference pressure at the bottom of
zone 1
Where: Prer2 (PQ) = The reference pressure at the bottom of
AP, (Pa) = The reference pressure at the bottom of zone 2
zone 1 AP (Pa) = The pressure difference at the cross-
APz (Pa) = The reference pressure at the bottom of sectional boundary between two zones
zone 2 _ , _ p2(kg/m®) = The density of the fluid in zone 2
P; (Pa) = The pressure in zone 1 at certain heighty (m) = The height of the zone
level z . _ g (9.81 m/s?) = The gravitational acceleration
p, (Pa) = The pressure in zone 2 at certain height
levelz - Thus, the total vertical mass flow rate [kg/s] can
z (m) = The height level from the bottom of a zone pe calculated from Equation 6 and the PLM directly.

p. (kg/nt) = The density of the fluid in zone 1
p, (kg/nt) = The density of the fluid in zone 2

. Prefl'plgH Prefﬁ'pﬁgH

AP (Pa) = The pressure difference at the same

height level
AP (Pa) = The reference pressure difference which

equals t(AF)ref 1'Apref 2 H *p P,
Ap (kg/n?) = The fluid density difference between zone ! z B

1 and zone 2, which equalsggp,
g (9.81 m/s?) = The gravitational acceleration Zone 1 Zone 2
z, (M) =The height of neutral plane at which |

height, the pressure difference between two P P

zones is equal to zero, which is defined as:

Fig. 1. Two horizontal zone divisions

AP
z,=—"L(M 4
2o g[ ] 4)
And H (m) is the height of the zonEig. 1). Zone ]
Therefore, the total horizontal mass flow rate
m [kg/s] can be determined as follows in Equation 5:
M=, +m,
Zn H 5 P =
= [kap|aP[" dz+ [ kep|aR" df Kg/} ®) il
0 Zn 3
Where: ‘ ' ’ " ‘
k, AandAP = The same as those in the PLM H Zone 2
m,_, (kg/s) = The mass flow rate from height zero fo z
m, (kg/g = The mass flow rate from heightto H
p (kg/nt) = The fluid density of the zone from which v Pret>
the flow comes and can be calculated
using the ideal gas law Fig. 2. Two vertical zone divisions
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Inputboundary conditions, geometrv of

the room and initialize the unknowns, X

v

Substitute these unknowns into Use the new set of
the zonal model to compute the - unknow ns. X¥X. for
corresponding residuals the next iteration

+

Form the approximate
jacobian matrix A and
solve the linear matrix
svstem AX = b using QR
decomposition.

¢ = Max (residuals)
<10x1073?

| Output the results |

Fig. 3. Structure of the zonal model

In Equation 2,q, is defined asg,;=m,; cpA T, where iteration. The program converges when the Max tesdid

cp (J(kg. K)) is the specific heahT (°C) is the O of all the zones is less than a very small vahe,

. _ . defined by the user (let say 1.0x}0i.e., O = Max
temperature difference between two zones; (kg/s) is (residuals) <1.810°. The flow chart irFig. 3 shows the

the rate of mass from surrounding zone to zonedi a gtrycture of this zonal model.
can be computed using PLM.

In POMA, a room is geometrically subdivided into n 3. PARALLEL COMPUTING

zones. The total number of unknowns (X) is 2n,, i.e. TECHNIQUE AND OPENMP
temperatures and pressures of these n zones. There

the same number of independent equations as the parallel computing techniques have been developed a
unknowns based on mass and energy balance equatiorsnployed for many years. These computation teckaiqu
of all the zones. The multidimensional secant m,tho are able to work on the pr0b|ems that are |mpc5g|h’|h
Broyden’s method (Press al., 2007), is used to solve traditional computers. The parallel techniques ittt a
this set of nonlinear conservation equations (EQuat  |arge problem or task into multiple smaller oned #men
and 2). This method needs reasonable initial trial distribute these smaller problems or tasks intdewdifit
guesses (temperatures and pressures of all thes)zonecomputing units, i.e., processors/threads. Thesallam
and then calculates the final results using araiten  problems or tasks can be finished simultaneouslshese
process. In this method, these unknowns will becomputing units, which significantly improves the
initialized at the beginning and then substitutetbi  computational performance compared to the tradition
these corresponding balance equations to compete thserial computing techniques, in which the program &
residuals. After that, a matrix A representing the large problem or task is executed sequentially @ingle
approximate Jacobian will be formed based on thesecomputing unit. One of the popular parallel compuyiti
unknowns and corresponding residuals. The lineartechniques is known as OpenMP (2013).

matrix system Ax = b then can be solved by usirg th As an Application Programming Interface (API),
QR decomposition method and the results, x, reptese OpenMP accomplishes the mapping of computations
the correction values for these unknowns. Therefare onto different processing units characterized with
new set of unknowns, X + x, will be used for thextne shared memory architectures.
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Fig. 4. The potential to use openMP in the zonal model

In OpenMP, the different parallelized works arecared in the parallel computations. Nevertheless, theuact
through independent instruction streams, calledaitls,  increase would be less than 6 times because of the
which can communicate each other by accessingatse d additional communication overheads. Hence, it is
located in the shared memory space. An OpenMpsuitable for OpenMP to be used in this program,
command, #pragma omp parallel, will indicate the especially in these “for” loops to accomplish the
beginning of the parallelized environment. The parallelization without significant modification tthe
advantages of OpenMP include (OIMC, 2011): original zonal model program.

* ltis easy to program and debug 4. RESULT AND DISCUSSION
e The serial code usually does not need large
modifications

e The OpenMP code is easy to understand and mayb
easily maintained

In the zonal model, a room with the size 3.1x3.5x2.
m is considered, as shown Fig. 5. The boundary
¢onditions (the room interior surface temperaturss)
shown inTable 1.

As shown inTable 1, temperature stratifications were

Additionally, OpenMP s easy to be implemented on created by using a relatively low temperature eanwiest

loops (OIMC, 2011). Therefore, in this article, the ) ; . S
parallel computing technique, OpenMP, was usedgo t surface in order_ to investigate thg pr_ed|ct|on ighibf
program of the zonal model POMA in the C language the zonal mode| in t_he cooling apph_catlon.

platform. This zonal model program consists of 18  Both of the serial and parallelized programs were
functions which would be called multiple times. &/sn executed on the High Performance Computer (HPC),
these functions, plenty of “for” loops are usegésform ca_\lled Hermes, W!th m_uIUpIe th_reads of control.
the zone-by-zone computations related to the mass oPifferent problem sizes, i.e., the different number
energy conservations (Equation 1 and B)gure 4 zone divisions were used, including 60 zones (690)x1
shows the feasibility of the data/task decompositis ~ 80 zones (8x1x10), 120 zones (10x1x12) and 192
shown inFig. 4, a room is subdivided into 60 zones for Zones (12x1x16). Since the temperature boundary
illustration. Thus, instead of performing the cédtion conditions of the south and north surfaces aretidain
zone after zone, each column can be executedTablel), only one zone was applied in the south-north
simultaneously by different threads from TO to T5. direction { direction inFig. 5). Additionally, besides
Theoretically, the computational efficiency or spae the serial program that just uses one thread, wario
can be 6 times greater than before, if 6 threadsused ~ numbers (2, 6 and 10) of threads were used in the
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parallelized programs in order to investigate thedei the allocation of the resource on the HPC, the
scalability. The result of the zonal model with 1Z&ghe measured execution time varies from one run to
divisions in terms of temperature distribution is another. Therefore, for each situation (differeahe
displayed inFig. 6. TheFig. 7 shows the actual room divisions or various numbers of threads), the paogr
air temperature distribution obtained from the has been executed several times and the average tim
experiment that was carried out in the MINIBAT test has been calculated and recorded.
cell (Inard and Buty, 1991), which is located in The Fig. 8 and 9 show the execution times
CETHIL (Centre de Thermique de I'INSA de Lyon) (represented using log value) against the various
with the dimensions of L (3.1m)xW(3.1m)xH(2.5 numbers of threads and zone divisions, respectively
m)and is specially designed to measure temperature\s shown in theFig. 8 when the parallel technique
distributions in a controlled environment. Compgrin  OpenMP is used, the execution time reduces
Fig. 6 with Fig. 7, a good agreement is observed sjgnificantly, especially from one thread (seriat)
between the results of POMA and the experimentationyq threads. Also, the different curves correspagdi
due to the quite similar patterns of these WO (g the gifferent problem sizes from 60 to 192 zones
temp_erature distributions, which demonstrates thepapaye very similarly in terms of computational éim
val!d|ty_ of the programed zonal model. Fu_rther The Fig. 9 also demonstrates similar results. In this
vahda‘qon of POMA program has been dong pre.v'ou.Snyigure, when the number of zone divisions increases
(Haghighatet al., 2001). In fact, the execution time is the execution time rises accordingly; and when the
dependent not only on the problem size, but alsthen '
o . number of threads are changed from 1 to 10, the
initial guesses. A good initial guesses (closehtorbots . .

execution time decreases. As a matter of fact,ethes

of the balance equations) contribute to fast 6 imoly th labili ¢ this algorith
convergence. In this simulation, the initial guessar two 'gures 1mply the scalability o this ag‘?”_t 'm
i.e., when the problem size (zone divi¥ion

from the roots were used, which therefore caused &Model), _ _
slow convergence for the serial program, especiallyincréases, the execution time can be reduced by
when the problem sizes are relatively large, swch20  increasing the number of threads used in the
and 192 zones. Additionally, due to the uncertaioty ~Parallelized program without losing the efficiency.

Room

Fig. 5. Simulated room
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Fig. 7. Actual room temperature distribution [°C] (Haghigkgal., 2001)
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Fig. 9. Execution times with various numbers of zone darisi
Table 1. Boundary conditions

West [°C] East [°C] South [°C] North [°C] Ceiling@j Floor [°C]

Temperature 6.0 13.9 14.1 14.1 13.5 11.8

5. CONCLUSION
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