
Journal of Computer Science 4 (9): 752-761, 2008 
ISSN 1549-3636 
© 2008 Science Publications 

Corresponding Author:  Khairulmizam Samsudin, Department of Computer and Communication Systems Engineering, 
University Putra Malaysia, 43400 Serdang, Selangor, Malaysia, Tel: +60 (3) 89464320 

752 

 
Architectural Review of Load Balancing Single System Image 

 
Bestoun S. Ahmed, Khairulmizam Samsudin and Abdul Rahman Ramli 

Department of Computer and Communication Systems Engineering, 
University Putra Malaysia, 43400 Serdang, Selangor, Malaysia 

 
Abstract: Problem statement: With the growing popularity of clustering application combined with 
apparent usability, the single system image is in the limelight and actively studied as an alternative 
solution for computational intensive applications as well as the platform for next evolutionary grid 
computing era.  Approach: Existing researches in this field concentrated on various features of Single 
System Images like file system and memory management. However, an important design consideration 
for this environment is load allocation and balancing that is usually handled by an automatic process 
migration daemon. Literature shows that the design concepts and factors that affect the load balancing 
feature in an SSI system are not clear. Result: This study will review some of the most popular 
architecture and algorithms used in load balancing single system image. Various implementations from 
the past to present will be presented while focusing on the factors that affect the performance of such 
system. Conclusion: The study showed that although there are some successful open source systems, 
the wide range of implemented systems investigated that research activity should concentrate on the 
systems that have already been proposed and proved effectiveness to achieve a high quality load 
balancing system. 
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INTRODUCTION 
 
 Cluster of computers has become an efficient 
platform for computational intensive applications. 
Nowadays, the usage of clusters is mainly based on 
batch scheduler and Single System Image (SSI). In the 
former case, the scheduling of the applications is 
managed by a supervisor “batch” regarding the 
available resources in the cluster. Whereas in SSI, the 
application scheduling is handled transparently by the 
operating system, to give the appearance of SMP. 
 Since few years, batch scheduling is preferred 
because of its simplicity of usage, configuration and 
implementation. Latest contributions in SSI systems 
showed the abilities of the system in deferent fields and 
directions. Among these contributions, the load 
allocation and balancing which is usually handled by an 
automatic process migration daemon, performed better 
especially for reducing the application execution 
capability. 
 The single system image architecture was 
developed to provide a unified system view and 
globalize processor, file system and network. The 
characteristics of SSI allow user to access system 

resources transparently irrespective of where they are 
available[1].The load balancing single system image 
clusters dominate research work in this environment. 
 In this study, we will elaborate briefly the types of 
SSI clusters and concentrate on load balancing type as 
the main aim. Such concentration leads to illustrate the 
load balancing strategies and the architectures of 
implemented systems. We then stress on two important 
and successful types of implemented systems from the 
architecture, design, behaviour and work mechanism as 
a main points of view. From that view, we will provide 
new ideas especially how to develop and investigate the 
weakness of the systems. 
 We have structured the study in the following way. 
First we clarify the SSI organizations and structures to 
justify the types of SSI and how it structured. Then, the 
load balancing and scheduling mechanism has been 
declared to know the main components of load 
balancing in SSI. According to these components, we 
will declare the developments of varies systems to 
know the evolution of SSI load balancing systems in 
addition to the current developments and researches.  
Finally we will clarify the problems in the implemented 
systems that have to be solved and stressed on in the 



J. Computer Sci., 4 (9): 752-761, 2008 
 

753 

future researches as well as we declared the future 
directions of SSI systems. 
 
The SSI organizations and structures: In classical 
cluster systems like Beowulf, a programmer has to 
write an explicit program by Message Passing Interface 
(MPI) or by Parallel Virtual Machine (PVM). However, 
in contrast to high performance Beowulf cluster, Single 
System Image (SSI) clusters free the end user from 
such task. According to[2], Single System Image (SSI) is 
a property of a cluster system to hide the distributed and 
heterogeneous nature of the resource around the cluster 
and to present them to applications and users as a single 
resource. Single system image can be classified in 
different ways depending on its abstraction layer[3]. The 
available layers of SSI cluster are:  
 
• Hardware layer 
• Middle ware layer 
• Application layer 
• Operating system layer 
 
 In spite of the other types, in the operating system 
layer, most of the mechanisms are transparent to the 
user; in other words, the user does not interact with the 
system and the complexity of its implementation. 
Therefore, the real benefit of this system is its ease of 
use; by means, program can use the system resources 
and availability without modification to the source 
code. A full SSI can achieve more using OS layer[4] 
through cooperation among nodes operating system to 
present same view of the system. However, in practice, 
it is difficult to combine all characteristics of OS layer 
together although there is some preliminary work 
towards such initiative[5]. These characteristics are 
cluster wide system management, cluster wide device 
management, cluster file system, cluster wide process 
management and cluster wide load balancing [4]. To 
achieve the main purpose of SSI, the load balancing 
feature becomes most important to reduce execution 
time and to gain high performance case. Since the main 
feature of OS layer SSI is the ease of use and 
transparency, the dynamic load balancing become the 
main part of implementation.  
 With dynamic load balancing, the distribution of 
the workload among the workstation can change at the 
run time by using current or recent information of the 
nodes when making the decision [6]. There are two 
predominant organizations by which dynamic load 
balancing algorithms are implemented: centralized and 
decentralized [7]. In centralized structure, a central node 
plays the major part in the process placement decision 
of the cluster. Whereas in a decentralized structure, the 

process placement decision can be made by any of the 
nodes around the cluster. From the system point of 
view, each node in the cluster manages the algorithm 
independently. As a result, any node around the cluster 
can make decisions. 
 Though dynamic load balancing policies offer a 
high degree of adjustment to the fluctuated load, they 
still suffer from imbalances. That is because when the 
task is assigned to the execution site by the load 
balancing algorithm, it will not change through its life.  
 Pre-emptive load balancing is an improvement of 
the dynamic policy. The difference is that the decision 
of the load placing and scheduling is made during run-
time continuously. As a result, there is repeated 
decision of the system scheduling. In this way, a task 
may begin its execution at its original site and, due to 
load fluctuation, be reassigned to another site. Such 
assignment is accomplished by process migration 
mechanism. It appears from [8] that the benefits of pre-
emptive load balancing may cause it to be used 
extensively in distributed systems.  
 
Scheduling and load balancing mechanisms in SSI: 
In a cluster of workstations, the main component of the 
load balancing SSI implementation is the scheduler 
mechanism. When a given workload is applied on any 
cluster’s node, this given load can be efficiently 
executed if the available resources are efficiently used. 
So that, there must be a mechanism for choosing the 
nodes that have these resources. Scheduling is a 
component or a mechanism, which is responsible for 
the selection of a cluster node, to which a particular 
process will be placed. This mechanism will investigate 
the load balancing state[9,10]. Hence, scheduling needs 
algorithms to solve such problems. 
In real world, load balancing affected by 3 factors 
mainly [11]: 
 
• The environment in which one wishes to balance 

the load. 
• The nature of the load itself. 
• The load balancing tools available. 
 
 The environment defined to include the 
architecture of the processors that belong to the system, 
the type of resources that are to be shared among the 
processors and the form and type of connections 
between the processors. These factors can be 
distinguished practically by identifying the nature of the 
system itself in heterogeneity, resource allocation, or 
data transfer facilities. In the work load case, tasks in 
general, tend to be classified as either I/O-bound, CPU-
bound, or as mixed tasks. The load balancing policy 
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decides which site is eligible for the execution of a task 
and invokes the proper process tool to execute the task 
at that site. 
 Load balancing tools represent the main and 
important part of load balancing systems. It can be 
represented as the procedures and programs that is 
responsible for balancing the load. For such reason, two 
main tools needed: information and process tools. 
Information tools determine the placement of the 
process whereas process tools transfer processes 
between processors in a distributed environment and 
provide access to the various resources of the 
distributed system. For the purpose of this study, we 
will stress more on the load balancing tools or systems. 
 Any load balancing system must address at least 
three stages of algorithms in some form[12,13]. These 
stages described as follows: 
 
Load calculation: Load calculation deals with 
computer load and it is responsible for calculation of 
this load. To address a better load calculation, it is 
required to calculate the load of each single node 
individually. As a result each node around the cluster 
must handle this algorithm independently.  
 Load can be described in different ways, but this 
algorithm calculates the number of process, which are 
ready to run but waiting for the CPU and the number of 
load currently running on CPU. The problem arises 
when this load is fluctuated rapidly each small period of 
time. Although there are some trends towards overcome 
this problem, the most important, successful and 
popular method until now is by taking the average 
every period of time. In such case, the load values are 
accumulated and the averaged every period of time T, 
where T is a unit of time for load balancing.  
 For better understanding of how the load 
calculated, consider a processor with the number of 
processes ready for execution (Wi) during a time 
interval (ti-1, ti), i = 1,2…,µ. Assume that T is an integer 
product of t. As a result, T t= µ× . Then, the 
approximation of the load each time interval T is given 
by: 
 

T i
i 1

L W
µ

−

= ∑  

 
 This method has been implemented and used 
successfully in MOSIX[14]. 
 
Load information dissemination: When the local load 
calculated, information collection and dissemination 
algorithm manages how the load information 

communicates to global task schedule. In some 
implementation [15], single node is responsible for this 
decision as in Fig. 1, while in other implementations [5], 
each node in the cluster exchange these information 
with each other. 
 

 
 
Fig. 1: Example of a load balancing cluster with 

information collection and dissemination 
algorithm management 

 
 In the cluster of workstations, the load balancing 
becomes efficient when there is an accurate knowledge 
about the state of individual node around the cluster. In 
other words, it is been used to make an optimal 
balancing and distribution decision of the load. The 
information collection and dissemination algorithm 
manages how this load information is distributed to 
global task scheduler. The purpose of this data 
collection and information dissemination is to aid the 
real time decision making by collecting data and 
reviewing as quickly as possible. Furthermore, to 
facilitate an efficient and effective decision making and 
to keep   activities   on   track[16]. For    this    purpose, 
broadcast, multicast or probabilistic mechanism is been 
used for information exchange within decentralized 
systems. 
 In broadcast mechanism, each node periodically 
broadcasts its load information to each node in the 
cluster. In this way, each node receives and processes a 
number of messages that is equal to the number of 
nodes in the cluster. Whereas in multicast mechanism, 
load information messages are sent to members of 
certain multicast group to limit the drawback of the 
traffic in the former one[17]. The probabilistic 
mechanism tries to minimize the information messages 
among nodes in the decentralized algorithm by sending 
messages to a specific number of nodes randomly in the 
cluster instead of sending messages to all. 
 
Migration consideration: Migration consideration 
algorithm is responsible for the decision about which 
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process needs to migrate and where to migrate. It is an 
important mechanism for load balancing due to its 
ability to distribute the load. 
 In a cluster, the process migration represents an 
important mechanism for balancing the load on the 
nodes [18]. The mechanism will select candidate a 
processor for a given process to be executed. Ideally, 
the chosen processor should have a minimal cost of 
execution to ensure that the candidate processor will 
result in an improvement in the load balancing 
system[19].   
 To perform such decision, different factors should 
take into consideration such as response time, process 
table capacity, amount of free memory, type of 
processes and migration time[14].    
 As previously mentioned, the aim of load 
balancing process migration is to improve the response 
time of the migrated process. As a result, the migration 
mechanism should migrate the process to the processor 
that has fewer loads. This migration happened when the 
process table inside the operating system is nearly full. 
In such a case, a process wishes to create a new process 
named “child” that is almost migrate. In addition to the 
process table capacity, if there is no enough free 
memory in the source node for creating new processes, 
then the algorithm attempt to crate these processes on 
another processor. However the type of process itself 
plays a major role. In most implementations, the fork( ) 
system call create the child processes that can migrate 
to any other node while there is some tend to migrate 
thread processes too. However the time and size play a 
major role for any processes to migrate. That is, if the 
size or the time of the child processes is small there is 
no justification for their migration. When these factors 
considered, the migration time must conceder also. 
Such time has a direct effect on the migration and its 
usefulness. 
 In most of the load balancing single system image 
implementations, this algorithm is distributed 
completely. While in some implementations a central 
node is responsible for this mechanism. 
 
Development of SSI clusters: Researchers has 
developed and designed many prototypes that each of 
them differ from each other in the feature and 
performance and also in use and design. The migration 
of active entity (process) from one node to another is 
the main focus of any load balancing system especially 
in the implementation stage. In most cases, dynamic 
load balancing mechanism will be implemented and the 
aim is to gain increased performance from a group of 
processors or connected nodes. 
 The implementation and evolution of load 
balancing SSI starting by developing different systems 

with different feature before going to the development 
of SSI itself. From the literature, two different 
implementation of the dynamic load balancing and 
process migration has been proposed: process migration 
without any modification to the OS itself and process 
migration by modifying the OS or writing the system 
from scratch. 
 One of the earlier research by Freedman described 
a simple process migration by migrating a process’ 
memory image only. The system runs over UNIX 
without any modification to the kernel and the program 
code needs to be modified in order to use the service[20]. 
 Condor is another successful system that provides a 
process scheduling and migration[21]. The system 
implemented entirely in the user space to run on top of 
an operating system without modification on the kernel. 
The primary aim is to identify the idle nodes in the 
environment and schedule jobs on them for load 
balancing. The program code needs to be modified and 
linked to condor migration library routines during 
compilation in order to use the service. It was 
developed in University of Wisconsin-Madison and 
ported to numerous machines like IBM and Sun[21]. 
 With the development of the systems in user space 
over the OS, there was a much research concentrating 
in modifying the OS or writing the system from scratch 
early. This is to achieve SSI for a unified operating 
system with high performance feature and for the need 
to provide ease of use for the normal user. To this end, 
Accent has developed with a new kernel without 
compatibility with UNIX with a capability of process 
migration. In 1990, Amoeba has been developed at 
Vrije University from scratch with a microkernel later 
on with UNIX compatibilities but with incomplete 
compatibility and with the ability of process migration. 
It was reported to run on Motorola, Intel 80386 and 
MicroVAX II processors[22,23]. In 1991, Angel was 
developed in University of London and it is based on 
microkernel without any compatibility with UNIX. 
Around 1994, GLUnix started in University of 
California and it was implemented on top of Solari. 
 The problem with the systems that started from 
scratch is that the system does not take any standard 
form and it is designed for a specific task. The 
developments of these kinds of systems continued 
rapidly by designing and developing many other 
systems like ChorusOS, Guide, Hurricane and Spring. 
These developments separated the direction of research 
and development of these systems depending on global 
resource management. These directions are global 
memory management and global processor 
management mainly[5]. 
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 In global memory management model, the system 
consists of several clients and one or more dedicated 
machines with a communicating channel connecting 
them. The client machines share the memory resources 
that are located in a server or dedicated machine. When 
the local memory of the client machines is exhausted, 
they move portions of their address space to the 
dedicated server and regain pieces as needed. This 
general model was proposed earlier by[24].The work 
described in[25].goes a step further by designing and 
implementing a global memory management in a 
cluster of workstations at the lowest level of the 
operating system. In addition to the mechanisms that 
depend on remote memory paging, the Distributed 
Shared Memory System (DSM) is another way for 
memory management. In this mechanism, a global 
shared memory is provided on the top of distributed 
memory. In this case, the nodes’ local memory is used 
as a local catch of a shared data space [26]. 
 Global processor management allows processor 
resources of the cluster to be managed in a way that is 
supervised by load distributing algorithm to allow the 
process to move from a node to another [5] as in pre-
emptive process migration algorithm[14].Several systems 
were implemented in this direction; one of the first 
systems was Sprite[27].The Sprite network operating 
system was developed in University of California in 
form of a kernel written from scratch. It was designed 
to run on Sun-2 and Sun-3 workstation. The kernel call 
interface was very similar to BSD UNIX[29]. 
 Interestingly, some of the earlier load balancing 
systems used initial placement for supporting the 
application. It was investigated in the experiments of 
Concert[29] and other researches that systems, which 
make intelligent initial process placement, are 
performed efficiently. This showed that the key to 
perform better load balancing is to utilize prior 
information about cluster nodes and processes. This is 
the feature that the general purpose operating system 
does not have. MOSIX was one of the systems that 
provide such a mechanism. 
 MOSIX[30] is one of the successful systems for SSI 
used commodity off the shelf computers to gain high 
performance environment. It consists of a set of 
additions and modifications to UNIX/Linux kernel. The 
primary features are the automatic load balancing and 
the transparent process migration. The pre-emptive 
process migration represents the main component of the 
load balancing. Load balancing is achieved 
continuously during the run time. If the process 
requirement exceeds the threshold, the process will 

migrate to another less loaded node. A load vector is 
kept in each node that contains the information about 
other random nodes load. This process is done in 
decentralized organization. The process with the history 
of forking other processes is better for migration [11]. 
 Although there are many systems have been 
proposed like UnixWare Non-Stop Cluster [4], 
Nomad[31] and Plurix[32], none of these systems gives 
the assurance of every resources global management. 
Furthermore, the processor global management and 
load balancing appear to be the classical techniques in 
this area [33]. On the other hand, the wide range of 
implemented systems investigated that research activity 
should concentrate on the systems that have already 
been proposed and proved effectiveness to achieve a 
high quality load balancing system. 
 Nowadays the direction of the implementation and 
development goes to the systems that implement Linux. 
There are more than one reason behind this choice. The 
most important reasons are the Linux feature of free 
and open source that make the development of such a 
system more flexible since the source code is available. 
In contrast, the commercial solutions do not provide the 
source code. Nowadays OpenSSI[34] Kerrighed[35] and 
openMosix[36] provide a better load balancing strategy 
for SSI based on Linux kernel. In addition, these 
systems are mature enough for use[37]. 
 
OpenMosix: OpenMosix is an open source project 
forked from MOSIX. Most of its designs are similar to 
that of MOSIX. In 2001, it was decided that future 
releases of MOSIX would be proprietary for 
commercial use. OpenMosix becomes a real alternate 
for such projects for research usage. OpenMosix like 
MOSIX has a hard limitation of not allowing the 
migration of shared memory processes. Consequently, 
applications that use shared memory do not gain 
benefits from its use. This fact constitutes a significant 
obstacle to the objectives of research largely based on 
user applications. In fact, openMosix was designed for 
HPC, where shared memory process is not necessarily 
relevant. On July 15, 2007, Bar (openMosix cofounder) 
announced that the openMosix project will reach its end 
of life on March 1, 2008. The LinuxPMI [38] project is 
continuing development of the former openMosix code. 
Since LinuxPMI is still a prototype and the 2.6 kernel is 
still under development, we concentrate on openMosix 
main design components. In the following sections, a 
brief review is introduced in two directions openMosix 
architecture and the load balancing mechanism in 
openMosix. 
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OpenMosix Architecture: OpenMosix was 
implemented on a Vanilla Linux kernel. The load 
balancing mechanism tends to balance the processes on 
processors around the nodes by migrating extra 
processes [19]. In this case, a deputation was introduced 
inside the kernel as a similar case with kernel thread. 
This deputation keeps a record of migrated processes. 
As a result, when a process is running, it appears to run 
on the node on which it was spawned that is known as 
Unique Home Node (UHN) even it migrated elsewhere 
by keeping a representative named deputy 
[20].Whenever possible a process uses local resources, 
but often it has to make system calls on its UHN. 

The migrated user context that is called the remote, 
contains all data about the processes such as code, 
stack, data, memory maps, and even registers. As long 
as the remote needs system call, openMosix intercepts 
all site dependent system calls and forwards them to its 
deputy from remote node as shown in Fig. 3. 

The main tool for the resource management 
algorithm is the Pre-emptive Process Migration (PPM). 
As long as the requirements for resources such as CPU 
are below a certain threshold point, all user processes 
are restricted to their home node. When these 
requirements exceed the CPU threshold levels, some 
processes will be migrated transparently to other nodes 
[20]. 

Memory management is provided in openMosix 
through a memory ushering algorithm, similar to 
MOSIX [20].This algorithm will be active when the 
memory of the node falls below a threshold value. 
OpenMosix attempts to transfer processes to other 
nodes, which have sufficient free memory. Thus, 
process migration is decided not only based on 
processor load criterion but also by taking into account 
memory usage [40]. A better understanding of this 
architecture and mechanism is shown in Fig. 2. 

 
Load Balancing in OpenMosix: As in any SSI system, 
the major component of openMosix system is the load 
balancing. The main load balancing components of 
openMosix are the information dissemination and 
process migration. 

The information dissemination daemon disseminates 
load balancing information to other nodes in the cluster. 
The daemon runs on each node and it is responsible for 
sending and receiving load information to/from other 
nodes. The sending part of this daemon will 
periodically send load information each second to two 
randomly selected nodes. 

 
 

 
 
Fig. 2: OpenMosix architecture and migration

 mechanism 
 
 

 
 

Fig. 3: Load information dissemination and collection 
management 

 
 The first node is selected from all nodes that have 
contacted the node “recently” with their load 
information. The second node is chosen from other 
nodes in the cluster [11].The receiving portion of the 
information  dissemination  daemon  receives  the  load  
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information and attempts to replace information in the 
local load vector[40]. The standard implementation 
simply utilizes a First-In-First-Out (FIFO) queue of 
eight entries. Thus, the oldest information is 
overwritten by newly received information[40]. The 
following flow chart demonstrates the load balancing 
and information dissemination algorithms briefly. 
 
Kerrighed: Kerrighed is a result of the Gobelins 
project [41]. It is an SSI system that provides high-level 
services to high performance applications on clusters of 
computer in an operating system layer. It is made up 
from a set of modules that merge with a standard Linux 
kernel to enable the cluster feature in such a kernel by 
applying a patch file. In Kerrighed, all nods’ resources 
(processors, memories and disks) are dynamically and 
globally managed. As mentioned before, the global 
resources management feature enables resources to be 
distributed transparently and dynamically throughout 
the cluster’s nods. As a result, better usage of whole 
cluster resources was carried out[35]. In Kerrighed, the 
checkpointing is also implemented to avoid the 
restarting of the application when any node fails. This is 
where a snapshot of an executing program’s state is 
saved and can be used to restart the running program 
from the same point at a later time. 
 When threads and processes are started on any 
node in Kerrighed system, they can migrate during its 
execution to any other node or staying in the current 
node. This migration is based on the scheduling 
mechanism that is used to migrate the jobs dynamically. 
For supporting global memory management, Container 
is used as a new idea to provide a high-level service of 
a standard operating system to provide shared virtual 
memory and remote paging[35]. In the global process 
management perspective, pre-emptive process 
migration scheme acts as a default scheduler that is 
responsible for dynamic balancing of CPU load[42]. This 
scheduler detects the unbalanced and overloads nodes, 
then migrate the load from higher loaded node to lower 
loaded nodes [5]. Kerrighed seems very promising 
research prototype nowadays and for the future. 
 
Open problem in SSI: The information dissemination 
must take the significance of research and study. The 
key to the effectiveness of the MOSIX information 
dissemination algorithm is keeping the number of load 
messages on the network to a minimum. The 
information dissemination has to be made efficiently to 
enable efficient decision making by the scheduler. 
 There are different aspects of the load balancing 
algorithms that provide the best opportunity for study 

by looking at the three general types of load balancing 
algorithms discussed (load calculation, information 
dissemination, and migration consideration). A special 
method can be used and proposed to improve the 
information dissemination and to address better 
performance. In openMosix implementation UDP 
messages are used to disseminate load information and 
TCP for all other communications such as migrating 
processes and communicating with the UHN. 
Therefore, it would be possible to attach node load 
information to any TCP message and incorporate the 
extra load information into the load vector. This could 
potentially increase the accuracy of the load vector 
information held by each node. As a result, migration 
decisions could be improved. 
 Another direction of research appears nowadays 
with the increase of Multi-core technology. There is an 
urgent need for a new load balancing and scheduling 
strategy for such technology in case of using it in SSI 
clusters. This load balancing strategy should be 
combined with new and efficient information 
dissemination that must give good information about 
the cores and the nodes in the network. However, such 
information dissemination should represent the Multi-
core node load as a one unified representative to 
disseminate to other nodes. This can be achieved by 
providing a good scheduling mechanism design. 
 
Future of SSI: Currently, MOSIX and Kerrighed 
became the base of bigger projects for grid management 
systems to providing a virtual organization. MOSIX 
announced MOSIX2 release for 2.6 Linux kernel as a 
single system image system for clustering and grid 
management system [43]. Whereas, Kerrighed research 
group announced XtreemOS [44] as open source Grid 
operating system. MOSIX2 was extended with a 
comprehensive set of new features that can manage a 
cluster and a multi-cluster Grid. The features of 
MOSIX2 allow better utilization of Grid resources by 
users who need to run demanding applications but 
cannot obtain such a large cluster. A production 
organizational Grid with 15 MOSIX clusters is 
operational at Hebrew university. XtreemOS is a Grid 
operating system that will provide native support for 
Virtual Organizations. Based on Linux, XtreemOS will 
have 3 different versions capable of running on single 
PCs, clusters and mobile devices. The cluster flavour of 
XtreemOS-F relies on the Kerrighed single system 
image. 

CONCLUSION 
 
 In this study, we have presented an overview of 
single system image types, structure and mechanism of 
work including load balancing and scheduling. Then the 
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implementations evolution and steps illustrated from 
past to present. In addition, the new directions of 
implementation have been declared. We attempted to 
provide a brief review of implemented technologies as 
well as the features in each implementation. Depending 
on the review and from load balancing view point, 
openMosix and kerrighed represents important and 
successful opensource implementations till now.  
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