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Abstract: Problem statement: With the rapid advancement in information techggloand
communications, computer systems increasingly offer users the opportunity to interact with
information through speech. The interest in speggfthesis and in building voices is increasing.
Worldwide, speech synthesizers have been develfggechany popular languages English, Spanish
and French and many researches and developmerdsbiean applied to those languages. Arabic on
the other hand, has been given little attentionpm@med to other languages of similar importance and
the research in Arabic is still in its infancy. Bdson these ideas, we introduced a system to transf
Arabic text that was retrieved from a search engite spoken wordsApproach: We designed a text-
to-speech system in which we used concatenativechpgy/nthesis approach to synthesize Arabic text.
The synthesizer was based on artificial neural agtsy specifically the unsupervised learning
paradigm. Different sizes of speech units had besed to produce spoken utterances, which are
words, diphones and triphones. We also built aiafiery of 500 common words of Arabic. The
smaller speech units (diphones and triphones) fmedynthesis were chosen to achieve unlimited
vocabulary of speech, while the word units wereduf@ synthesizing limited set of sentences.
Results: The system showed very high accuracy in synthegithe Arabic text and the output speech
was highly intelligible. For the word and diphoneituexperiments, we could reach an accuracy of
99% while for the triphone units we reached an e of 86.5% Conclusion: An Arabic text-to-
speech synthesizer was built with the ability todarce unlimited number of words with high quality
voice.

Key words: Artificial neural networks, text-to-speech syntlsestconcatenative synthesis, signal
processing

INTRODUCTION abbreviations into the equivalent of written-outrd&
this process is often called text normalizationeiT it
A Text-To-Speech synthesizer (TTS) is aconverts the text into some other representatioth an
computer-based program in which the system prosesseutput it to the DSP module or synthesizer, which
through the text and reads it aloud. For mostransforms the symbolic information it receivesoint
applications, there is a demand on the technology tspeech.
deliver good and acceptable quality of speech. The The primary technologies for generating synthetic
quality of a speech synthesizer is judged by itsspeech waveforms are formant synthesis and
similarity to the human voice (naturalness) anditesy concatenative synthe¥fs Each technology has
ability to be understood (intelligibility). High ality = strengths and weaknesses and the intended uses of a
speech synthesis finds a wide range of applications synthesis system will typically determine which
many fields, to mention a fék Telecommunications approach is used. The speech synthesizer that ilte bu
services, Language education, Multimedia applicatio in this work depends on the concatenative synthesis
and Aid to handicapped persons. approach. In concatenative synthesis the wavefanms
The speech synthesizer consists of two maircreated by concatenating parts of natural speech
components, namely: the text processing componemecorded by humans.
and the Digital Signal Processing (DSP) module. The The easiest way to produce intelligible and ndtura
text processing component has two major taskst, firs synthetic speech is to concatenate prerecorded
converts raw text containing symbols like numberd a utterances. But, this method is limited to one kpea
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and one voice and the recorded utterances require the input vector. The second phase is the genarafio

larger storing capacity compared to the other nagho speech waveforms. Here, we use concatenative speech

of speech synthesis. In present systems, the redordsynthesis approach for this purpose. The post

utterances are divided into smaller speech unitsh s processing is used to smooth the transitions betwe=

as: words, syllables, phonemes, diphones andoncatenated diphones.

sometimes triphones. Word is the most natural famit The development of a high quality TTS system

the written text and suitable for systems with veryneeds an appropriate database of speech units.

limited vocabulary. Diphones are two adjacent half-Diphones are the main speech units used during the

phones (context-dependent phoneme realizations), ceourse of this study. The used Arabic diphone detab

in the middle and joined into one unit. Triphonee a was prepared at “King Abdulaziz City of Science and

like diphones, but contain one phoneme betweeechnology” in Saudi Arabia, this database contains

steady-state  points (half phoneme-phoneme-hal868 speech unifs

phoneme). In other words, a triphone is a phoneitte w

a specific left and right contét Text pre-processing: Before the words enter the neural
Many researches have been carried out tQetwork, a series of preliminary processing hadeo

synthesize speech by different means and for dififer fyfijled. At first, the punctuation marks are revea,

languages. In 1987, Sejnowsky and Rosenberghen the numbers are identified and the abbrevistio

constructed a neural network that learns to proceun are expanded into full words. The next step isulty f

English text. The system, which they called NETtalk diacritise the retrieved text to eliminate any aguiity

was built using a large number of parallel networkabout the word’s pronunciation. The final step ds t

systems that can capture a significant number ef thprepare the words as input vectors for the neural

regularities and many of the irregularities in Esiyl network. However, neural networks only recognize

pronunciation to convert strings of the Englishttexo  numerical inputs, therefore, the ASCIl code of each

strings of phonem&& Some researches used differentcharacter is taken and replaced with its corresipgnd

approaches other than the NETtalk. For examplebinary representation. Next the 0's were replacét w

Karaali et al.”! constructed a rule-based system that(-1)'s to discriminate them from trailing zeros thill

uses two neural networks. The first one is a Tinedal®  be added later. Now the text is ready to be preckss

Neural Network to convert a phonetic representatibn and classified by the neural network.

speech into an acoustic representation and then int

speech. The other one is used to control the timing Text to speech conversion: When building a speech

the output s_peech. _ synthesizer, one has to decide which synthesistanit
Regardln[% the  Arabic  speech synthesischoose. There are different unit sizes and eaciceho

Elshafeiet al.”* proposed a concatenative Arabic text-pas its own advantages and disadvantages. Therlong

to-speech synthesis system that uses diphone/sufe ynit the more accuracy you get, hutthe
syllable method to construct the spoken utteranths. expense of the number of data needed.

speech units they used were chosen where the co-
articulation effect of the classical Arabic is nmal.
They also proposed extension of the set of spepith u
to improve the quality of the output speech.

In this research we created three models to handle
different sizes of units. These units are wordghdnes

and triphones, the models will be explained inrlate
sections. In the post processing unit we used three
interpolation methods to smooth the transitionsveen
speech units, namely: Linear interpolation, spline
H’nterpolation and cubic interpolation.

MATERIALSAND METHODS

The general architecture of the Text-To-Speec
system is shown in Fig. 1. The input to the sysiethe
result of queering an existing search engine wiich tnput Arsbic [ o L )
capable of retrieving Arabic textual data. The fext (i, | docmes preprocessing Tovertion
speech synthesis procedure consists of two main
phases. The first phase is text analysis. In thésp the
input text is pre-processed and then classifiechgusi =~ Aokt 7| Postprocessing ¢ Output specch
artificial neural networks, we used unsupervised
learning paradigm, specifically the kohonen leagnin
rule. Such network can learn to detect the featofes Fig. 1: The basic building blocks of the Arabic TTS
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The word model: Systems that simply concatenate

isolated words or parts of sentences, are onlyicgipe ;
when a limited vocabulary is required (typicallyeav E @ Map pattern to
hundreds of words) and the sentences to be proedunc ~ :---» the

corresponding

respect a very restricted structireln this model, a : Converter diphone sound

dictionary containing 500 words that are commonly :---»
used in Arabic is built. 4. v

Training the words: The goal of this procedure is to

generate the corresponding speech of each worein t Fig. 4: Diphone training model

dictionary. Since our database of speech doesntaao

complete words, we constructed each word out of itdf the Euclidean distance exceeds a certain thtdsho

diphone sequence. To train the words of the diatipn this means that the word hasn't been recognizezhas

each word is converted into its diphone sequenea th Of the trained words. In this case, it will be adddong

passed to the pre-processing unit as explainewith its corresponding speech to the look-up table.

previously. Neural networks require that all inpate

of the same length, so we chose a vector lengttb4f The diphone model: We need a more flexible model

in regard to the longest word in the dictionaryugh Which adapts to any new input data. Thus, for

words producing a vector shorter than 154 are mhddeunrestricted speech synthesis we have to use shorte

with trailing zeros. Figure 2 shows the functional pieces of speech signal, such as diphones anairgsh

diagram of the training process, the input featimetor ~ The concept of this model is to use the diphonethas

is passed to the network at the beginning. Theaheur speech synthesis units.

network in turn produces a cluster representing the

input. Then each cluster is passed to the convertékraining the diphone database: This step aims to

module and is converted into a pattern of 1's aadd¥  generate a mapping between the textual diphones and

comparison purposes to be performed later. Now, th#heir equivalent speech units. Each diphone is

pattern is mapped to its corresponding speech Isignarepresented by two characters, consequently proguci

and saved in a look-up table. This process is padd @ vector of 14 elements. The training processnslai

for all the words of the dictionary. to that of the word model, except that the produced
pattern is mapped to the equivalent speech untibaif

Synthesizing words: In this process the input text is diphone. This process is repeated for all the dipldn

tokenized into single words and each word isthe database. The training process is shown indkig.

processed individually. Each word goes through the

same training process to produce the feature vectddynthess using diphone units: To convert input words

and the output pattern. This pattern is then coegbar into speech, the words are automatically brokenrdtmwy

with the patterns in look-up table and classifigctie  their diphone sequence. Each diphone will be cdeder

Euclidean distance metric. At last, the recognizednto a feature vector then trained by the netwark t

word is mapped to the corresponding sound and butpdinally produce the pattern. This pattern is cléediby

as a speech. The synthesis procedure is showg.iBFi the Euclidean distance and the corresponding dighon
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speech is fetched. This process is repeated fothall but the output pattern is mapped to the equivalent
diphones. The output diphone units are saved peach triphone speech unit. At last, triphone segments ar
buffer until text reading is finished. After thétte speech concatenated to produce the written sentence a&glspe

segments are concatenated together to producekarspo Figure 6 shows the components of the triphone

utterance as shown in Fig. 5. synthesis system.

The triphone mode: This model uses longer RESULTS

segmental units (triphones) in attempt to decrdhse i i
density of concatenation points, therefore providger The proposed system was built and evaluated using

speech quality. The diphones in the speech databad® Matlab7 programming language. To evaluate the
were used to build a database of 300 triphoned) ea@ccuracy of the synthesizer, different sets of eseres
triphone is built up by concatenating two diphorfest ~ @nd words are input to the three models (word, atigh
example the triphone ‘Dit’ consists of the diphotis ~ @nd triphone). In order to evaluate the qualitytiod
and ‘it connected together. Just note that we tbuil SyStém, a subjective listening test was conductée.
triphones this way provided that the speech unitsur €St Sets were played to eight voluntesteners

hands are diphones, but this is not how triphomes a (4 females and 4 males), which their ages range fro
actually constructed. 18-34 years. All the listeners are native Arabieaers

and have no experience in listening to synthesized

Training triphones: This procedure is the same as thespeech. The speech was played by loudspeakers in a
one used to train diphones, with a difference efglze  quiet room and each listener was tested indiviguall
of the input and output units. A triphone is preaserby As a first step, a set of eight sentences was tesed
three characters producing a feature vector of 2fvaluate the word model, in which all the words aver
elements. When the pattern is generated, it's nthppe '€cognized by the neural network and output thatrig
the equivalent triphone speech unit. This process iSPeech waveform. Then the output speech was played
repeated until the whole 300 triphones are trained.  t© the listeners in order to determine how muctthef
spoken output one could understand, the averageeof
Synthesis using triphones To generate spoken recognized words by the listeners was 92.26%.

utterances in this model, the words are automéical Further, a larger set of sentences was built and

segmented into triphones. These triphones ar{eeSted by the model, but it wasn't evaluated by the

converted into feature vectors of 21 elements ey t Isteners. The set contains 27 sentences inclutieg
o through the same procedure as thaodes eight sentences tested before. The sentences mary i
9 '’ length from short sentences to a paragraph. Thegee

accuracy of the recognized sentences by the neural

Input diphone sequence

Dighone, network is 99%, Fig. 7 shows the accuracy of each
B sentence. Finally, to test the whole set of word¢hie
| e Convertr -1}5;;;3:5 dictionary, the 500 words were input to the neural
P B { o paltem network in sequence in four different runs. Therage
-11-1.11-1 H

accuracy of the four runs is 99.05%.
To evaluate the diphone model, a set of six

.....................................................................

L] o || anmeogized Lo ot g > mwvtwormm sentences and nine discrete words where testedbyoth
Gstance sound et the neural network and by the listeners. The test
conducted by the listeners is the Mean Opinion &cor
Fig. 5: Diphone synthesis model (MOS) test which provides a numerical indicatiorthuf

perceived quality of received media after compuogssi
and/or transmissiéf The rating scheme is described in
Table 1.
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Fig. 6: Triphone synthesis model Fig. 7: Accuracy of the word model
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Table 1: Mean opinion score rating scheme

Score Description
5 Excellent
4 Good
3 Fair
2 Poor
1 Bad
%
2 100 A :
_2 99 4 - /
98
a7
3 96
¥ éﬁ 94 B
g 12345678 81011121314
Sentence
@
5
= £100
1 2 3 4 5 6 7 9 10
Word
(b)

Fig. 8: Diphone recognition accuracy (a): Senterfbgs
Discrete words

The accuracy obtained by the neural network was
98% in recognizing the diphones and the averagsd rat
score given by the listeners is 4.75.

For further testing, a larger set was created and
tested again by this model. The new set consists of
fourteen sentences and ten discrete words inclutiiag
set tested before. The new sentences were alstedrea
from words outside the dictionary. The accuracyhef
recognized diphones by the neural network is 99.07%
Figure 8 shows diphone recognition accuracy for the
new set of sentences and the discrete words.

The same set used to evaluate the diphone mode ™|

the first time is used to evaluate the triphone ehod
The recognition accuracy of the six sentences amel n
words obtained by the neural network is 86.51%sThi
result is not as good as the ones obtained by the
previous two models. This is due to the small humbe
of triphones in our database, which doesn't cover a

0.4
0.2
0

02t
0.4

0.4
02
u}

-0.2

wide range of triphone combinations. The triphone o

recognition accuracy is shown in Fig. 9.

When applying interpolation on the output speech,
the results showed that the linear interpolatiorenao
changes on the signal. Meanwhile the spline intatipm
did have an effect but it's not the desired oneesithis
kind of interpolation caused the signal to osallathe
cubic interpolation could successfully smooth the
transitions between diphones, but it had a sliffetein
improving the quality of the speech when it weksed.
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Fig. 10: Interpolating the word “about”

The process of concatenating speech units for
synthesis causes many cuts in the speech signalh wh
reinforces the importance of performing some
postprocessing to enhance the quality of speectongm
the interpolation methods explained in this stuohear
interpolation had no effect in alleviating the ghar
transitions, so a smoother interpolating functien i
desirable. Splines are smooth interpolants but 'didn
produce the desired improvement in our work, since
they caused the signal to oscillate. The cubic
interpolation showed better performance compared to
linear and spline interpolations. On the other hand
cubic interpolation caused a slight improvementhia
speech quality, due to the very short period we
performed the interpolation on.

CONCLUSION

In this research, we presented an Arabic text-to-
speech synthesis system. Artificial neural networks
with unsupervised learning paradigm where used to
build the system and different types of speechsunit
were used to synthesize the desired utteranceghwhi
are: words, diphones and triphones. The experirhenta
results over the system showed its ability to poedu

The reason of this shortcoming is the very smallyniimited number of words with high quality voicad
duration of the segments we processed where thgigh accuracy in converting the written text infeech.
longest interpolated time span is 2 m sec. whichols  \where the obtained accuracy by the word and diphone
adequate to cause a perceptible change in thelsigng,ggels was 99% and by the triphone model was 86.5%.

Figure 10 shows the effect of interpolating the ica

equivalent of the word “about”.

DISCUSSION
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