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Improved Statistical Speech Segmentation Using Connectionist Approach
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Abstract: Problem statement: Speech segmentation is an important part for $peecognition,
synthesizing and coding. Statistical based apprdetécts segmentation points via computing spectral
distortion of the signal without prior knowledge the acoustic information proved to be able to give
good match, less omission but lot of insertion. SEhmsertion points dropped segmentation accuracy.
Approach: This study proposed a fusion method between Statisand connectionist approaches
namely the divergence algorithm and Multi Layer deptron (MLP) with adaptive learning for
segmentation of Malay connected digit with the a@mimprove statistical approach via detection of
insertion points. The neural network was optimizéal trial and error in finding suitable parameters
and speech time normalization methods. The bestahewtwork classifier was then fusion with
divergence algorithm to make segmentatiResults: The results of the experiments showed that the
best neural network classifier used learning rateatue 1.0 and momentum rate of value 0.9 wittadat
normalization based on zero-padded. The segmentasong fusion of statistical and connectionist
was able to reduce insertion points up to 10.4%levhiaintaining match points above 99% and
omission point below 0.7% within time tolerance @09 second.Conclusion: The result of
segmentation using the proposed fusion method atetic potential use of connectionist approach in
improving continuous segmentation by statisticgdrapch.
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INTRODUCTION properties of the signal vectors. It is done soabse
speech is considered static within the duratiore®tim
Automatic speech segmentation has become @&his approach is applied in ASR study to represent
research study since more than 30 years ago.df is speech pattern for recognition and also for
much interest as an important pre-processing int mosegmentation purpose. Although, representing speech
speech processing system that are intended tonobtavia fix overlapped windows within short period ahe
some useful features carrying information in theis theoretically correct and proved to significgrghow
auditory channél. The study of automatic the speech pattern, it is less accurate as in idectte
segmentation is necessary in works for phoneticegmentation point in comparison to statistical -non
analysis of speeth audio content classificatifhand  fixed window size approath The statistical non-fixed
many applications in the field of Automatic Speechwindow size algorithms detect segment points by
Recognition (ASR), including word recognitton identifying discontinuities of speech signal with@uny
Although human can easily classify perfectly conedc further knowledge upon the phonetic sequence of the
and continuous speech; machine, on the other Hilhd s signal and therefore have less misdeteffioA study
struggling to do so. The task of automatic contimio shows that using a statistical non-fixed overlapped
speech segmentation is difficult due to the co-windows, the divergence algorithm in comparison to
articulation effect where the adjacent signal iefloe  fix-sized window resulting three times lower numloér
each other and no specific cues as to shows th&tate in underlying HMM thus help HMM make better
segmentation points. approximation at recognition stde An ideal, which
In traditional widely used approach in speechdisregards insertion points from a non-fixed wineéow
processing, an overlap fix window of size betwe8n 1 approach, the Brandt's algorithm gives better
50 ms is used for features extraction representingegmentation result compare to HNM However,
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since the approaches are linguistically uncondtrain
they are expected to make a lot of insertions.

In general, segmentation of speech is done by

identifying the changes of acoustic cues of eaghati
The cue can be the signal’'s energy, speciatures
and properties of the

done previously. In general, it can be either priype
baseff!, statistical basét'”, Hidden Markov basé&d*?

analyzed signal. There are Train data
different approaches in segmentation of speechgbein

Test data Divergence Segmented

algorithm

Neural Insertion Improved

network detection segmentation

Optimized
weight

or artificial intelligent*** based approaches. TheseFig. 1: The fusion flow diagram

approaches applied either

based.

frame based or segment

The optimizing of classifier uses training speeeitad

Frame based analyzed portion of utterance datwith reference segmentation points. The processsgiv

(frame) and determine the likelihood that a paféicu
frame of utterance data is part of a particulaguistic

an optimized connection weight to be used in dietect
of insertion. The test data at another process are

unit such as phoneme. For example, a frame-base¥fgmented using divergence algorithm by detectinyg a

recognizer might analyzed a 20 ms frame utteraate d

and then determine the likelihood that the 20 mas#

is part of a word. Frames that are determined tparé

of the same phoneme are then grouped together.
Segment-based, on the other hand analyzed fram

of utterance data to find logical segment that raefi

linguistic unit contained in the utterance dataclEa

discontinuity in the speech signal that resultsrseged
signal with a lot of insertion but high match toeth
reference points. The next step is to apply thexoped
network classifier to detect insertion points and
érgproved the segmented signal.

Divergence algorithm: Divergence Algorithm use
statistical analysis in determining the segmennisoi

segment is defined by two boundaries that defire thThe speech signal is assumed to be described by a
start and end of a linguistic unit. Boundaries arestring of homogeneous units, each of which is

typically characterizes by a sharp rise or fall in

characterized by a statistical model of form:

utterance data values. Segment-based analyzed frame

data looking for segment boundaries. Once thEyn:iaiyn_i+Q1
boundaries have been identified, it determines the

probability that each segment is a particular lietici
unit.

Segment-based are more accurate compare
frame based as it specifically determine the stad
end of the linguistic unit. The widely use segmeased
approach is statistical based like divergence dlgor

and Brandt's BLR algorithm. However, the drawback

for these approaches is
depending on the parameters and threshold being set
the application. Present research with syllablemwsh

insertion and omission

1)

i=1

where, g is the excitation of the acoustic channel and is
gn uncorrelated zero mean Gaussian sequence with:

var(g, )= "

The model
© defined by:

is parameterized by the vector

eT = (eT , (pT) (2)

that by having low threshold with moderate size of®" =(a,,....q )

sliding processing window and auto regression qrder

gives above 95% detection match but a lot ofwhere, ¢ is parameter vector which determines the

insertion§®. It is the aim of this study to detect sequence, .

insertion points by statistical approach namely  Divergence algorithm consists in performing on

divergence algorithm using neural network of typejine a detection of changes in the parameestarting

multi layer perceptron with adaptive learning. from location of the previous detected. The aldwniis
basically, (1) Detect when changes occurs. (2)ntzt

Fusion statistical and connectionist: The fusion can be the location of the changes.

illustrated as in Fig. 1. The process starts bynuping In divergence algorithm, the test is based on the

neural network classifier via experimenting therdégy ~ monitoring of a suitable distance measure betwaen t

parameters and speech time normalization maeth models®,and®, located as shown in Fig. 2.
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@ n
i W,=>w,+3
m=1
| ©:

ln_L n where,d is a bias value anklis a threshold.
Neural network: The neural network applied in this
experiment is a three layer MLP network with adapti
learning where there are constant multipliers for
L . . increment and decrement to dynamically change
b This dlhstance é_s_der:vedq fr_%m.the (;roshs entrOpyIearning rate in the training procyess basgd on t%e
mi[éveelzncz)nesid(g'n ftional_distribution ofthese tWolearning performance. Basically it will enhancerieag
: : process. The learning scheme used to train theaheur
network is backpropagation with sigmoid as the
Y:n:(yl,...vym) activation function. The network basically works by
minimizing the error through propagation of signal
between layers or updating the connections weights.
Eq. 3 shows summary of back propagation process,

Fig. 2: Location of the two models for the divergen
algorithm

and denote by:

OoWmlly,.,) and s G ;. Bwy(n + 1) =0(3, - Op) + alwiy(n) 3)

The two conditional densities corresponding to the\Nhere'
models of Fig. 1. Introduce the cross entropy betwe ’

= Learning rate
the two models$, andd: | g

o = The momentum constant and
d, = Error signal at neuron j in layer L and

Syl ) Syl ) O,; = Output of neuron i in layer L-1
W =[S0y lly,, log =~ et Yot gy 1o - Yoy = 2HP Y
ovliy, ) oyly )

Neural network performance depends on many
factors. Some of them are the value of learning
parameters like learning and momentum rate, the
n network topology like number of hidden nodes and
W, =>w, number of layers and data preparation.

which introduce the cumulative sum:

It can be shown under hypothesis: 0 = O, MATERIALSAND METHODS

(W1 has a zero conditional drift while under _ S ) )
hypothesis kt ® = ©, its conditional drift is negative. ~ Expérimental data: The data use in this experiment is
In practical implementation, the long term modelMalay connected digit. The language is called Bahas
parameter@, is identified using a sample-by-sample Melayu where it is largely used in Malaysia, Brynei
growing memory Burg algorithm; while the short term MOst part of Indonesia, Singapore and southerngsart
parameter®, is identified using the autocorrelation Thailand and Philippine. Approximately there are320
method. million people speak the language. Although, the

A change detection occur when the long terml@hguage pronunciation and usage may slightly
model disagree with the short term model in thessen different between the mentioned countries most Baha
of cumulative sum statistics. Detection is done byMelayu speakers can understand each other.

comparing the cumulative sum with threshold valse a ~ The experiment conducted on 14 novice speakers
follow: consists of 7 males and 7 females from different

background and original state. Three of the female
speakers are from Indonesia, two from Kuala Lumpur,

W - W >A .
maxw - W one from Johor and Penang. The male speakers tonsis
of three from Johor where one of them is Chinese, t
and from Kelantan where one of them originally from
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Thailand and one from Pahang and Kedah. Based qtgble 1: Experimental parameters

their background, most of them have their slanthan  Leamning Momentum Increment Decrement
use of Bahasa Melayu. Nevertheless, they werettold 3N rate.a multiplier, n+ __ multiplier, n-
speak the standard Bahasa Melayu utterance. The ddt?> 0.50 1.05 0.7
collected in lab environment. The speakers weredsk cl)'gg g'gg 1'82 8';

to pronounce four connected digits in clear readieno 0.90 105 07

without specifically give direction as how to
pronounced each digit. Being novice speakers, tley
not speak the words in standard read mode which| 1.Read SignalX (0 ... N}

require emphasis of each syllables of the words and| 2.IfN = FIXSIZE, N = FIXSIZE; % truncating

[25)

avoiding slang. Nevertheless, the data collectedine Poi(11=q t?fléiSI\ZE
semi-spontaneous mode. . Ingle“i‘s(?ZIE_ (@)

~There are 1400 connected digit strings uttered | = -1 . FIXSIZE) =0, % padded with 0’
which consists of 5600 words where each speaker ha: Forn=0 to FIXSIZE
100 strings utterances. The patterns are divided fo Xnew(n)=X(n);

Neural Network training and testing. Each of the 4. Amplitude Normalization of Signal X between 0 and 1
patterns is then manually segmented into words. The
manual segmentation is done through visually see th
pattern abrupt changes and listen to the sound fdr
verification. The manual segmentation throughoig th
study will be known as reference points. The refeee The two methods of normalization tested in this
points are used to extract words in the connedtatys  experiment are the zero-padded method and linear
for Neural Network training purpose and measurementormalization. Basically the method of zero-padded
of accuracy in comparison with the automaticoperates by inserting zeros to fill empty frame for
segmentation. patterns that has less than the number of inpuésiad
Optimization of neural network classfier: It is neural networklf the pattern features exceeds the fixed

crucially important to find neural network suitable SiZ€ inPut nodes of neural network, it will feedanly
learning parameters, topology and data representati UP t0 the length of the fixed size nodes. The afigor
in order to get a good classifier. For that purptse ~ ¢an be described as the psudo code at Fig. 3.
experiment chooses a set of learning parameteisdo The linear normalization algorithm was based on
the best one. Table 1 shows the experimentagxtending and compressing features pattern tm fibé
parameters. Two methods of speech normalization aneumber of fixed size of the neural network inputies.
compared for better classifier. The topology usethis  Basically, the pattern with number of features kmio
experiment is 820:100:10 where there are 3 layélls w fixed size will be copied back. While the patterithw
820 nodes at the input, 100 nodes at the hiddegr lay number of features greater than fixed size, it Wl
and 10 nodes at the output layer. The 820 nodegnearly compressed to the fixed size based omatien
represent the number of speech pattern’s featuneshw  popyveen the original size and fixed size. Similaify
is based on the average Iength of the d|g|_ts WER e number of features less than fixed size, it ba
The number of nodes at the h|glden layer is a raynd extended to the same length as fixed size lindzabed
value to 100 based on geometric rule formula sugdes . - . ! !

_ : . on the ration of the original size and fixed siZée
by Master where ~h =/m=7n, mis the number of input )

. Pseudo Code at Fig. 4 shows the process

nodes and n is the number of output ABHeOutput The speech features will also be amplitude

nodes is equal 10 to represents the 10 digit class. 5 majized between value 0 and 1 before feed in the
The pairs of learning and momentum rate used i

. g \ €0 Theural network for better neural network training.
this experiment are based on previous works onlaimi
problems. The pair {0.25,0.5} is the pair suggedbgd ) .
Peeling and Moof¥!, the pair {0.5,0.75} is the best Evaluation: Performance of segmentation is evaluated
pair gotten from experiment conducted by S&&nihe by comparison between automatic segmentation points
pair {1.0,0.9} is suggested by Bi#¥ and the pair with the reference points. Four evaluation critesi@re

{0.1,0.9}) is consider standard for MLP by match, accuracy, insertion and omission. The
Rumelha®®. The values for the constant multipliers segmentation evaluation criterions are definededsvb

are the values used by Negneviféky adapted from Jaraét al.©!.
278
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1207 m zZ dded ®mLinearnormalization
1. Read Signal X (0 ... N) cropacds

100
2.If N==FIXSIZE. % case l: Same size = 20
Forn=0 to FIXSIZE = 60
Xnew(n)=X(n): % justcopy _ 40
3.1 N> FIXSIZE % case 2: Smaller size 20
o 1 ' 2 ' 3

Ratio= N/FIXSIZE:; % find the ratio
Forn=0 to FIXSIZE Parameter set
Xnew((n) =X[11*Rat}i0]‘_ % rv:plositionling Flg 5
4, If N < FIXSIZE %ucase 3: Bigger size
Ratio=FIXSIZE N % find the ratio
Forn=0 toFIXSIZE

Recognilion rale

Comparison of recognition rate between zero
padded and linear normalization using different
network parameter set

Xnew((n)=X(n* Ratio); % repositioning Table 2: Experimentation using zero-padded norraéém data on

3. Amplitude Normalization of Signal » between 0 and 1 different learning parameters
Datasetl n a n+ n- E Reg. Recognition
. . . . Parasetl 0.25 050 1.05 0.7 0.016 0.9066 98.70
Fig. 4: Pseudo code for linear normalization Paraset? 050 075 105 07 0014 0.9191 98.90
Paraset3 1.00 090 1.05 0.7 0.012 0.9272 99.05
Let U ={Uy, Uy, ..., U}and V = {Vy, Vo, ..., Paraset4 0.10 090 1.05 0.7 0.012 0.9277 99.00

V,} be the points in second of the segmentation marks
obtained respectively by an automatic algorithm lapd Table 3: Experimentation using linear normalizatitata on different
manual procedure which acts as the reference learning parameters —
tation points. For each, i@ correspondence is Daasetz N = L, K Reg. Recogniton
segmen points. J rresp 'S Parasetl 025 050 1.05 07 0033 07902 682
done_ W|th the reference _segmentatlon by determining@araset2 050 075 1.05 0.7 0.027 0.8349 71.7
the time instant } which is closest to UA sequence Paraset3 1.00 0.90 1.05 0.7 0.024 0.8610 74.3
both segmentations. Thus, omission is evaluated as o )
points in Vu that is not in Uand insertion is defined as he result shows a significantly different
extra points in Uthat is not in Vu. Match is calculated Performance between the normalization methods. The
as number of similar points in;End Vu say, m divide 2€ro-padded normalization seems able to enhance
by number of points in V, p. Thus, it can be dedires: neural network classification ability for nearly aét of
experimental learning parameters. Fig. 5 shows the

match = (m/p * 100) comparison between zero-padded normalization and
linear normalization using different parameter smts
and recognition rate. The recognition rate for every
_ - parameter set is above 98% with good error
accuracy = ((m/p+i) * 100) convergence rate and regression value. On the other

and, linear normalization method which succesgfull
applied previous§? achieved recognition rate of no
more than 75%. The best parameters pair of learning
RESULTS and momentum rate is 1.0 and 0.9 respectively

where, accuracy will be influenced or degraded b
number of insertion occurrences, i.

There are two general experiments done in thidystu Result on connected word segmentation: This
which are to find neural network classifier based o experiment used four connected digits strings by 14
isolated words training and testing and then use thspeakers as mentioned previously. The testinggstrin

classifier with divergence algorithm to segment theare not the same isolated patterns as in trainéng fbr
connected words. neural network. Therefore, neural network will leed

in a new set of connected digit patterns without
Result on neural network: The results of the reference points. However, the string will have
comparison between learning parameters andegmented points by divergence algorithm that Has a
normalization methods can be summarized as inf insertion points. It is the task of neural netko
Table 2 and 3. Th& signindicates value error at the classifier to choose valid points and reject fgisints
10,000th epoch, Reig the regression value and Recoqfor segmentation improvement. Fig. 6 shows a sample
is the recognition rate. of signal before fusion and after fusion. It can be
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observed from the sample that some insertion pairgs On the other hand, accuracy takes into
detected and omitted by the fusion method. Theltresuconsideration number of insertion. Although, the
reported for fusion segmentation is based on th# bepercentage is still low, Fig. 8 shows that the dusi
classifier in previous experiment of neural network method improved divergence segmentation accuracy
The result of match, accuracy, omission anthenyeen 1-3.1% which indicates that the number of

insertion segmentation rate comparison versus timﬁ1serti0n is reduced. Figure 10 shows the compariso

tolerance in second for all 472 test pattern string ; .
between the divergence algorithm and the fusiorPetween the methods for insertion rate. The average

approach are shown at Fig. 7-10 respectively. reduction of insertion rate is 10.31%. As for on@ss
Figure 7 shows that the fusion method is able tdate, fusion method is able to maintain low omissio

maintain high match and nearly similar value to thewith small different between 0.1-1.2% of omission

divergence algorithm. Table 4 shows the detail @slu increment. The omission performance comparison is

for all the parameters. The different are only kil illustrated at Fig. 9. In general, the fusion methie
based on number of similar points between referencpnatch and omission while reducing insertion
segmentation with automatic segmentation. '

5 I 3E
Segmentation using -
a0t divergence alone w 3C
f—_— h T © o€
| g o
Q E
§ 1t
| ‘ < 1C
% | 3 3 4 5 5 : 8 5

Segmentation using it 0+ : : : : T T T "

) ‘ | the fusionu}ethod . ‘ ‘ 0.01 0.02 0.0 0.04 0.05 0.0¢ 0.07 0.0¢ 0.0¢

Timetoleranc
—4— Divergence—®— Fusiotl
Fig. 8: Accuracy comparison

Fig. 6: Sample segmentation result between divegen 60

(above) and fusion (below) 8 50
S 40
100 @
8 %
80 £ 20
= (@)
g 6C 10
< 4C 0: ‘ ‘ ‘ ‘ ‘ ‘ o
S 001 0.02 0.03 0.04 0.05 0.06.07 0.08 0.09
= Time tolerance
0- ‘ ‘ ‘ ‘ ‘ T ‘ ‘ —e— Divergenc —=— Fusior
0.01 0.0z 0.03 0.0¢ 0.0¢8 0.06 0.07 0.08 0.0¢
Time toleranc
—+— Divergence—®— Fusior Fig. 9: Omission comparison
Fig. 7: Match comparison 70
= 60
Table 4: Parameter values - 50 B
Match Accuracy Omission Insertion .g 40 - . g g
Time o 30
Tolerance Stat Fusion Stat Fusion Stat Fusion Sthtsion 2 20
0.01 353 352 95 105 647 648 638 533 10
0.02 735 729 197 218 265 271 535 432 0
0.03 875 863 234 258 125 137 498 397 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0.04 93.0 919 249 275 70 81 483 382 0.01 0.02 0.03 TO-04t |0-05 0.06 0.07 008 0.09
0.05 963 955 258 285 37 45 475 37.2 metolerance
0.06 97.9 973 262 29.1 21 27 470 367 —e— Divergence—=— Fusion
0.07 98.7 983 264 294 1.3 1.7 4658 365
0.08 99.2 989 265 296 08 1.1 467 363

0.09 995 993 266 297 05 07 466 362 Fig. 10: Insertion comparison

280



J. Computer <ci., 5 (4): 275-282, 2009

w0t
4

o 9 B 5 988 g sl o st a5 s 0 P ‘

i} 1 2 3 4 g 3 7 L

Fig. 11: Example of divergence segmentation fangtr
H0938”

DISCUSSION

It is observed that the fusion method still givegta

insertion rate is due to the nature of divergence
algorithm segmentation detection which detects any

discontinuity in the signal and neural network megbp
any pattern feed into it to the nearest class eédmpon
it which leads to detection of false pattern asetru

4.

pattern. For example, Fig. 11 shows the segmentatio

points for string “0938”. The true points are {s5h}
represent utterance 0, {s6, s11} for utterance s9,2{

s16} for utterance 3 and {s18,s22} for utterance 8.

However, the method will try out every possiblerpai
for example {s3, s6}, {s5, s8}, {s6, s10} which false

5.

6.

but neural network will mapped the pattern to some

familiar classes. Based on a selected thresholdeval

from the output node, some of these patterns vall b

recognized as true pattern and the points will et
rejected.

For future improvement, a better pre selection

method in getting pattern from divergence segmiemtat
points is to be introduced. The use of silence diiete

based on zero crossing rates as pre-determinebfessi

patterns before feed into neural network can be tse
reduce obvious false pattern. Another possibleréutu

enhancement can be made by introducing false patter8-

in the training of neural network.

CONCLUSION

In this study, a new method to improved statistica
segmentation via fusion of divergence algorithm and.
multi layer perceptron neural network with adaptive

learning is introduced. The neural network basjcall

works as insertion point detection by classify true
pattern based on the segmented points. The method 10.
able to reduced insertion points, maintain matctl an

7.

omission rate and increased accuracy rate. Although

the insertion point still exists, the result indes
potential use of the fusion method for statistgeech
segmentation improvement.
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