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Abstract: Problem statement: Detection of individual’s abnormal human behaviors in the crowd has 
become a critical problem because in the event of terror strikes. This study presented a real-time video 
surveillance system which classifies normal and abnormal behaviors in crowds. The aim of this 
research was to provide a system which can aid in monitoring crowded urban environments. 
Approach: The proposed behaviour classification was through projection which separated individuals 
and using star skeletonization the features like body posture and the cyclic motion cues were obtained. 
Using these cues the Support Vector Machine (SVM) classified the normal and abnormal behaviors of 
human. Results: Experimental results demonstrated the method proposed was robust and efficient in 
the classification of normal and abnormal human behaviors. A comparative study of classification 
accuracy between principal component analysis and Support Vector Machine (SVM) classification was 
also presented. Conclusion: The proposed method classified the behavior such as running people in a 
crowded environment, bending down movement while most are walking or standing, a person carrying 
a long bar and a person waving hand in the crowd is classified. 
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INTRODUCTION 

 
 Security of citizens in public places such as Hotels, 
markets, airports and railway stations has increasingly 
become a crucial problem world widely after 
September 11, 2001. The fundamental problem in 
visual surveillance systems is detecting human 
presence, tracking human motion, analyzing the activity 
and assess abnormal situations completely 
automatically. Based on this motivation, crowd 
modeling technology has been under development to 
analyze the video input which is constantly crowded 
with humans, as well as to ready to act against 
abnormal activities emerge. The aim of the study is to 
classify human normal and abnormal behaviors in 
crowds using projection and star skeletonization for a 
surveillance system which is based on SVM. 
 
Related work: There have been a number of video 
surveillance systems, for multiple people detection and 
tracking (Ali et al., 2006; Schiele et al., 2008). 
Tracking crowded Environment (Zhao and Nevatia, 
2004). All these systems can detect and track multiple 
people. Different methods have been applied to 
recognize human actions, representing human activities 

by a set of pose and velocity vectors (Ben-Arie et al., 
2002) and using the position and velocity of body parts 
for learning (Lee and Xu, 2004) and employs Principal 
Component Analysis for feature selection and Support 
Vector Machine  for  classification  of  human  behaviors 
(Wu et al., 2005). Thus, the majority systems are not 
designed for classifying normal and abnormal behaviors. 
 In this study, a novel approach using geometric 
projections, skeleton features for SVM learning system 
for indoor outdoor is presented. In this implementation 
foreground segmentation is accomplished in real-time 
using the adaptive mixture of Gaussians method 
proposed by Atev et al. (2004). The area that a 
foreground region occupies on the ground plane in the 
world is one of the cues used to distinguish between 
individuals and groups. Additionally, for regions that 
are labeled as groups, the projected area is used to 
estimate the number of people in the group and to 
separate as individuals. The abstract describes the 
projective geometry used to project a foreground blob 
into world coordinates and approximate its area 
(Kilambi et al., 2008).The boundaries are extracted 
from foreground blobs and star skeletonization is used 
for feature selection (Fujiyoshi and Lipton, 1998). 
Using these features SVM classifies the normal and 
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abnormal behaviors, such as running people in a 
crowded environment, bending down movement while 
most are walking or standing, a person carrying a long 
bar and a person running and waving hand in a very 
crowded environment. 
 This study varies from SVM used in (Wu et al., 
2005) by means of feature selection to the input of 
Support Vector Machine for classification of human 
behaviors. In this system, the learning approach based 
on the border information of the blobs is proposed. 
Experimental results demonstrate that the approach is 
robust in classifying human abnormal behaviors. 
 The remainder of this study is organized as 
follows: The methodology, Pre-processing, projection 
and star skeletonization and SVM learning system for 
classification are explained. Then the experimental 
results are demonstrated. Finally, the conclusion is 
presented. 
 

MATERIALS AND METHODS 
 
 The overview of the system is shown in Fig. 1. In 
the foreground detection stage, the blob detection 
subsystem detects the foreground pixels using a 
statistical background model. Then, the foreground 
pixels will be grouped into blobs. 
In the segmentation stage, the blobs that contain 
multiple people are divided into individuals when 
occlusion happens. Each foreground region is labeled as 
an individual or a group. These classifications are made 
based on the projected sizes and velocities of the 
regions. A tracker is then automatically initialized for 
each foreground blob that is identified as either an 
individual or a group. 
 To detect abnormal behaviors, the contour is 
extracted for each blob. Then the distances from the 
centroid to each border point are calculated. The local 
minimum and maximum points for each blob are 
selected as features and they formed star skeleton of 
human body. Then SVM is used to classify the 
behaviors into two classes: Normal behavior and 
abnormal behavior. 
 
Behavior analysis using SVM learning: 
Pre-processing: It is assumed that people move on the 
ground plane in the real world. After foreground 
detection, the Blob is projected to head and ground 
plane from the camera view point leading to intersected 
area in world coordinates. Such projection is shown in 
Fig 2. This eliminates the variation of area with the 
distance from the camera and shorter objects which will 
identify only humans. The objective here is to have the 
head plane low enough so that all the individuals in the 

scene are detected by Eq. 1-3. This helps to formulate 
the method robust to false detections from other objects 
and shadows (Kilambi et al., 2008). 
 
Individual and group classification: All blobs whose 
projected area exceeds a threshold are classified either 
as a group as Shown in Fig. 3 or a large object (bus or 
car). This threshold is selected to be just under the area 
corresponding to two individuals in the real world. For 
all blobs whose area is less than the area threshold, then 
the region is classified as an individual and 
correspondingly. If it stays above a velocity threshold, 
they are classified as vehicles and ignored. The 
remaining large blobs are classified as groups. 
 

 
 
Fig. 1: The block diagram of the system 
 

 
 
Fig. 2: Single human intersected area between the 

ground plane and the head plane projection 
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Fig. 3: Group Frame 70 

 

 
 

Fig. 4: Group human intersected area between the 
ground plane and the head plane projection for 
frame 80 

 
 The individuals are recognized and labeled as 
follows: 

 
Int ersec ted plane C1 C2= −  (1) 

 
Head plane C1 L2= −  (2) 

 
Grandplane L1 C2= −  (3) 

 
 Given the intersected area of the group being 
tracked, estimate the count for this current frame using 
Eq. 4 and is shown in Fig. 4: 

 
Area

Count
K

=  (4) 

 
 K is the individual’s intersected area. 
 According to the estimated intersected area for 
individual, the group is separated as individuals and is 
shown in Fig. 5. 

 
 

Fig. 5: Segmented Individual frame 80 
 

 
 

Fig. 6: Border points and centroid 
 

Star skeletonization: After segmentation and tracking, 
the system collects consecutive blobs for a single 
person. Then, the contour for a human blob is extracted 
(Fujiyoshi and Lipton, 1998).  As seen in Fig. 6, the 
centroid (xc, yc) of the human blob is determined by 
using the following Eq. 5 and 6 shown in Fig. 5: 

 
N

c i
j 1

1
X X

N =

= ∑  (5) 

 
N

c i
j 1

1
Y Y

N =

= ∑  (6) 

 
where, (xc, yc) represent the average contour pixel 
position, (xi, yi) represent the points on the human blob 
contour and there are a total of N points on the contour 
(Fujiyoshi and Lipton, 1998). The distance di from the 
centroid to contour points is given by Eq. 7: 

 
2 2

i i c i cd (x x ) (y y )= − + −   (7) 

 
 From the di plot the local maximum and minimum 
points are collected and star skeletonization is formed 
as shown in Fig. 7 and their corresponding Plot is 
shown in Fig. 8. These points are selected as features 
and fed into SVM learning system to classify normal 
and abnormal behavior of human. 
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Fig. 7: Skeleton points for running and walking 
 

 
 
Fig. 8: Plot of skeleton peak points 
 

 
 
Fig. 9: SVM learning iteration 3 for running and 

walking 
 
SVM classifiers: The features obtained from star 
skeletonization are fed into SVM learning system. The 
support vector machine is a powerful tool for binary 
classification, capable of generating very fast classifier 
functions following a training period (Lee and Xu, 
2004). Having so many advantages, SVM has achieved 
great success in pattern recognitionand it applies in 
many domains, such as hand-writing recognition, face 
recognition, voice recognition, text classification and 
image  processing  (Awad  and  Motai, 2008; 
Bauckhage et al., 2009). 

 SVM can be considered as a linear method in a 
high-dimensional feature space nonlinearly related to 
the input space. By the use of kernels, all input data are 
mapped nonlinearly into a high-dimensional features 
space. Ou and Xu (2003) Using appropriate kernel 
functions, it is possible to compute the separating hyper 
planes without explicitly carrying out the map into the 
feature space. Hence SVM is basically a binary 
classifier. Several different schemes can be applied to 
the basic SVM algorithm to handle the K-class pattern 
classification problem (Crammer and Singer, 2001). 
 Every sample is partitioned by a series of optimal 
hyper planes. The optimal hyper plane means training 
data is maximally distant from the hyper plane itself 
and the lowest classification error rate will be achieved 
when using this hyper plane to classify current training 
set. These hyper planes can be modeled as Eq. 8: 
 

T
st i stX b 0ω + =  (8) 

 
Where: 
X i = Denotes the i th row of matrix X 
s and t = Mean two partitions which are separated by 

an optimal hyper plane and what these 
partitions mean lies on the construction of 
multiclass classification algorithms 

 
 And the classification functions are defined as Eq. 9: 
 

T T
i st i stst

(X ) X b 0f = ω + =  (9) 

 
Where: 
S = t mean two arbitrary classes in K classes 
ωst = An n-dimensional weight vector 
bst  A bias term 
 
 Experimental Results an In K-class SVM, K 
decision functions are constructed for each class. But 
each of these decision functions is a linear combination 
of all the training data points belong to that particular 
class. Figure 9 shows the SVM learning during the 3rd 
iteration. 
 

RESULTS AND DISCUSSION 
 
 The proposed method can detect many abnormal 
behaviors by using one framework. In the training 
process, for example, we put the blobs of normal 
behaviors like standing, walking into one class and put 
the blobs of abnormal behavior like running into the 
other class Multi class SVM is applied to classify these 
behaviors into two classes: Abnormal behavior and 
normal behavior. 
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Fig. 10: A bending down person normal behavior 

abnormal behavior 
 

 
 
Fig. 11: One person bending down 
 

 
 
Fig. 12: One person waving hand 
 
 After SVM training, the algorithm is tested by 
using a sequence of benchmark videos as well as videos 
taken  in  our college  campus which is illustrated in 
Fig. 10. It  shows  that  a  person is bending down while 
others are standing and they are considered as 
background in the bench mark video and they are 
detected as foreground in the campus video as shown in 
Fig. 11. A person waving his hand and a person running 
in the crowd are shown in Fig. 12 and 13. As illustrated 
in the Fig. 14, the individuals are clearly projected and 
then, the star skeleton is used to obtain the motion cues. 
The skeleton features are obtained clearly for individual 
blob like walking, running and jumping. Even in the 
CMU Pulling dataset the individuals are clearly 
skeletonized, the abnormal behavior is classified as 
normal behavior.  

 
 
Fig. 13: One person running in the crowd 
 

 
 

Fig. 14: Results for benchmark datasets 
 
Table 1: The results of SVM classification 
 Success rate (%) (2200 samples) 
 --------------------------------------------------------- 
  Multi class Multi class SVM 
  SVM with  with skeleton 
Behaviors SVM PCA features features 
Normal 93.2 94.6 97.2 
Abnormal running 82.5 86.2 96.7 
Carrying bar 84.3 87.3 93.5 
Bending 78.3 83.6 93.4 
Waving 86.5 92.4 95.7 

 
 The algorithm has been tested using 2200 samples. 
The success rate of the behavior classification is shown 
in Table 1. Occasionally the classification algorithm 
considers normal behavior as abnormal behavior 
leading to false alarm. To reduce the false alarm rate, 
the skeletonization, without using low pass filter to 
smooth the position Vs distance curve, selecting all 
local minimum and maximum points as features, the 
system will reduce the false alarms.  

 
CONCLUSION 

 
 In this study, a real-time visual surveillance system 
for classifying human normal and abnormal behaviors 
is described. To detect abnormal behaviors, skeleton 
features are extracted and fed into the SVM learning 
system. Then the processed data are learnt through a 
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support vector machine to classify the behaviors into 
two classes. The proposed system has successfully 
detected the following abnormal behaviors: Person 
running in the crowd, person bending down and person 
waving hand while others walk. Experimental results 
are compared with PCA Method. 
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