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Abstract: Problem statement: Atrtificial intelligence chatbot is a technologyathmakes interactions
between man and machines using natural languagebpmsFrom literature, we found out that in
general, chatbot are functions like a typical seamngine. Although chatbot just produced only one
output instead of multiple outputs/results, theibasocess flow is the same where each time antinpu
is entered, the new search will be done. Nothiteged to previous output. This research is focused
enabling chatbot to become a search engine thapiaress the next search with the relation to the
previous search output. In chatbot context, thigfionality will enhance the capability of chatlst’
input processingApproach: In attempt to augment the traditional mechanisnechatbot processes,
we used the relational database model approachdisign the architecture of chatbot in a whole as
well as incorporated the algorithm of Extension &wdrequisite (our proposed algorithm). By using
this design, we had developed and tested Virtuab&tes physician (ViDi), a web-based chatbot that
function in specific domain of Diabetes educatidesults. Extension and prerequisite enabled
relations between responses that significantly mtleasier for user to chat with chatbot using the
same approach as chatting with an actual humartb@hean give different responses from the same
input given by user according to current conveosatssue Conclusion: Extension and prerequisite
makes chatting with chatbot becomes more likelyclatting with an actual human prior to the
relations between responses that produce a respelased to the current conversation issue.

Key words: Chatbot, keywords matching, conversation topispoaise relation, response selection

INTRODUCTION Internet Computer Entity (ALICE). ALICE that later
being described as a modern ELIZA is a three times
In 1950, mathematician Turing (1950) proposedwinner of Loebner's annual instantiation of Turisg’
the question “Can machines think?”. Since then, aest for machine intelligence (Shah, 2006). When
number of technologies have been emerged in computeomputer science evolves, so does the chatbot
science field by the attempt to encounter thatigpder ~ technology. As for a chatbot that need to have gehu
question that generally founded the field of Adidil  knowledge-based which some call it as a “chatbot’s
Intelligence. One of technology that attempts tobrain”, managing data is really critical. Reviewitige
visualize an intelligence machine is chatbot orttelna evolving of chatbot technology that paralleling wihe
robot that makes interaction between man and meachirevolving of computer science technology, ELIZA
using natural language possible. First introducgd b stored its knowledge-based data by embedding it rig
Weizenbaum (1966) (an MIT professor), chatbotinto the code and later came ALICE that uses Aitfi
ELIZA then famously became an inspiration for Intelligence Markup Language (AIML) which is a
computer science and linguistic researchers intiagga derivative of Extensible Markup Language or XML
a computer application that can understand angdShawar and Atwell, 2007; Wallace, 2009) to statesl
response to human language. The huge breakthrough knowledge-based data. Then with Relational Database
chatbot technology came in 1995 where Dr. RichardModel together with Database Management System
Wallace, an ex-Professor of Carnegie Mellon(DBMS) mechanism, came chatbots that taking an
University combine his background in computeradvantage of it. One of an example is VPbot, ab-SQ
science with his interest in the internet and radtur Based chatbot for medical application (Ohno-Machado
language processing to produce Artificial Linguisti and Weber, 2005). Developed by Ohno-Machado and
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Weber (2005) from Harvard University, VPbot is a Whereby, the real matter in holding conversaticués
chatbot that takes advantage of a Relational Da&bais a hypothetical conversation lines that humanwdra
Model to stored, manage and even used SQL languagghen they had a conversation with one another. For
(database scripting language) to perform the chatbqxample, as human talk about “car”, “What brand is
main process that is keywords/pattern matching. our car?” “Toyota”, “How much is it?” “A thousand
Extension and Prerequisite are proposed to enabl§gjjar” and later changed to the issue of “houséhim
relations between responses in chatbot technologyhe same conversation, “Do you live in a bungalow?”

Designed by using an approach of Relational Databas‘Yes”, “Where is it located?” “Near the beach”. Fio
Model, Extension and Prerequisite is implementeith bo H;

in keywords matching process and knowledge-base

authoring process. Currently chatbots are desigoed

response for user’s input in a one-way input-respon

mechanism without any parameter that holds th

conversation issue. It was like a search enginadigm ) e . .

where user typed an input and engine will produte a_ExtenS|on and Prereq_wsne_ is focus on creatinglthe

output based on that input alone. Then if a newcsea N @ human conversation with chatbot.

parameter is being entered, the search processtetl

all over again without any relation to the previous MATERIALSAND METHODS

search. Therefore, in general chatbot process model

(Fig. 1), input 1 will return a response 1 and sauatil

input n will return a response n (last input froser).
Although there is a used of some technique th

is example, there is hypothetical line regarding
lations between responses in the issue of “cad’ a
another line in the issue of “house”. This line is
é)asically a connection that being created in human
conversation from a responses that relate to edwdr.o

To test an algorithm of Extension and Prerequisite
awe designed and developed a chatbot named Virtual
will hold the “topic” of the conversation, AIML <#t> biz_;\betes physician  (ViDi), a web-based_ _chatbot_that
or <topic> tag and VPbot topic parameter (Ohno-b?'ng developed_to respo_n5|ble for specific domﬁl_n
Machado and Weber, 2005), those technique does n&¥abetes education. Taking advantage of Relational
exactly hold the conversation issue because thEcto Database Model approach, we redesign the whole
mechanism simply is a technique that replacesirchitecture of chatbot with Extension and Prersitpii
word/phrase with another word/phrase that had beealgorithm being incorporated into it. In technical
stored as a constant variable at that particulagetails, ViDi is being coded using Hypertext
conversation. There also a statement that SUQQESt?-dreprocessor (PHP) programming language together

the irrelevantly of the response given by Chatbo‘i/vith Asynchronous Javascript + XML (AJAX)

(AIML chatbot) prior to the conversation issue. Jia ; .
(2004) stated that within two or more rounds, mOStechnology which contains a technology of Hypertext

users could find that the responses from the chatbd/arkup Language (HTML), Cascading Style Sheets
are stupid and irrelevant with the topic and the(CSS), XMLHttp Request (XHR) and Document Object
context. Shawar and Atwell (2005) stated that thiere Model (DOM) that being accessed via JavaScript. As
a logical inconsistencies in chatbot replies gilmn for database, VIiDi uses MySql database with
example that previous chatbot sentence suggestedpapMyAdmin as a Database Management System
non-enthusiasm about sport but later become ershusepBMmS). Figure 2-4 displays ViDi's Ul (User

abogt football. l'” other words, “topic” is tr:)]asiqall Interface) design. Figure 2 is a chatting Ul foenss
used as a replacement over pronoun with constant e iy 3 and 4 are knowledge-based (responses a
noun. Example conversation implementing ‘“topic K q t Ul K Brain f
mechanism is; “l broke my hand”, “Did it hurt?”, eywords) management nown as verain for
replacement of pronoun “it” to the constant nouariti’,. ~ uthors. Note that ViDi is a Bahasa Malaysia human
language chatbot (Lokman and Zain, 2010) and that
Input Response being the case, the contents presented in eachdJl a
sentence sentence .. .
i ] 0 mostly originated from this language. Nevertheless,
1 English language is being used for interactions
between authors and ViDi regarding vBrain
functionality. On that account, authors with the
knowledge of English language can just changed
ViDi's knowledge-based data to any language within
the used of Latin/Roman alphabet to make it fumgio
Fig. 1: General chatbot process model according to their desired language.
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®00 http://www.asyni.com - Virtual Diabetes Physician (ViDi)
['D virtual Diabetes physician viod |

- PENAFIAN -

Selamat datang ke laman “Virtual Diabetes Physician (ViDi)", penasihat bagi penyakit

Diabetes/Kencing Manis. Berbuallah dengan ViDi bagi mendapatkan maklumbalas berkaitan

Diabetes. Masa beroperasi bagi ViDi adalah 24 jam sehari.

PERHATIAN : ViDi hanya dapat berkomunik:
(tanpa loghat mana-mana ne

atau daerah).

Simbol yang tidak dibenarkan ditaip adalah : # & +| *

ViDi : Hai. Sila kemukakan soalan anda berkaitan Diabetes. Saya akan cuba

(sila taip *| juk bagi contor )

Anda : apakah risiko2 penyakit diabetes?
ViDi : Terdapat pelbagai risiko atau komplikasi dari Diabetes. Antaranya ialah buta,
penyakit buah pinggang, dan luka yang lambat sembuh.

ViDi : Ingin tahu lebih lanjut tentang komplikasi Diabetes? (jika tidak, teruskan dengan

soalan berikutnya sebagai contoh: Bagaimana mencegah Diabetes?)
Anda sedang menaip ...

masa idle = 86 saat

va

Kiik sini untuk menyumbang perbualan anda dengan ViDi bagi tujuan penyelidikan

MULAKAN PERBUALAN BARU DENGAN ViDi

m Bahasa Malaysia baku sahaja

Done

Fig. 2: VIDi chatting interface

000 vBrain 2.0

Brain 20

+ Synonyms, Root-Words, General-Words, Chat Log +

RESPONSES | clos:
CATEGORY %) [(TvPe 1)

EXTENSION: 0

RESPONSE

Match1d | Category Type R

BERKUTNYA)

ity menjalani Diabetes.

Oral Glucose Tolerance Testatay OGTT dijalank
seseorang. Tatarcara TT 2 jam adalah

759 glukosa.
2jam (minit 120). Seseorang tu dikenal o
mengandungi lebih dari 11mmollL glukosa.

bini 11 mmolL. atau 2) melebini 7
mmolL.. atau 3) atau melebini 11 mmolL semasa
OGTT (Oral Glucose Tolerance Test) (Ujian Toleransi Giukosa Oral). ngin tahu apa ity OGTT? (ika idak. teruskan
dengan soalan berikutnya)

i kateria b

Ext&Pre

Fig. 3: vBrain-managing ViDi's response

current response, there is an input box for Extensi
data. In that box, author can add as many Respénse
as they want (must be separate by commas “,”) tinde
Extension data for that particular response. Adtaring

the new/edited response data (let say Response 1),
vBrain will automatically define the Prerequisitata

for each Response ID in ResponsExtension data to

be linked back to Response 1. In short, after a new
response being add or edit, the changes value in
Extension input box will define the relation betwee
that particular response to other response/s tatingea
forward (for Extension) link to every Response ID i
Extension data and a back (for Prerequisite) lnghnf
every Response ID in Extension data back to the
original response. As Extension data can hold asyma
Response ID as the author want, the relations leetwe
responses can be one way, recursive or pointink toac
previous response. Figure 6 show a visual explamati
regarding relations’ possibilities in responsesabase.
Abbreviations note:

rid = Response ID; ext = Extension; pre = Preratglis
Symbols note: solid line = Extension link; dottétel =
Prerequisite link

Referring back to Fig. 4, each selected response
will display their Extension and Prerequisite vahred
author can simply click on them to jump into that
particular response. Figure 4 also shown a list of
keywords for the selected response and the lasbfset
keywords is named “Prerequisite keywords” that is a
keywords that ViDi will find if the selected Respman
ID is in the Extension data of current ViDi's resige.
Implementing Extension and Prerequisite, the allgori
steps regarding chatbot processes (receive inpat fr
user, performing keywords matching process and
generate response back to user) became as follows:

1. From previous response-chatbot will hold previous
response’s Extension data (if any)

2. Receive another input from user

3. Processing input (normalization,
replacement and so on)

4. Analyzing Extension data (one or more next

response’s ID)

Keywords matching regarding Extension ID/s (one

synonyms

Extension and Prerequisite are designed to stud?'

with each other. In all responses data, we puthemot
two variables named Extension and Prerequisitéote s
the unique Response/Match ID (note that every
response have one). The default value for eaclalari
are “0” and will change if author of ViDi's knowlge-

based linked that particular response with othe®.

response/s (can be linked to more than one response

The process of linking responses is done at vBtai. 9.

In vBrain Ul of adding new response (Fig. 5) ortedi
1214

by one if many IDs)

If match, generate response and hold new

response’s Extension data (if any)

If no match, run keywords matching process for the

entire keywords database

If match, generate response and hold new

response’s Extension data (if any)

If no match, generate response for user to enter
another input. Hold same Extension data as Step 1
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+ Synonyms, Root-Words, General-Words, Chat Log +

Back to RESPONSES | Edit | Delete

KEYWORDS fo trigger response : Terdapat pelbagai gejala/simptom Diabetes antaranya kerap dahaga, kerap kencing, selalu
berasa lapar, keletihan, kerap terkena jangkitan, susut berat badan secara mengejut, kebas pada tangan/kaki, kabur
penglihatan dan sebagainya. Ingin saya teruskan dengan penerangan tentang komplikasi/penyakit akibat Diabetes? (jika tidak,
teruskan dengan soalan berikutnya)

prev Match Id : 4 Next Category : diabetes Type: Q Extension : 24 Prerequisite : 8,41, 3,5, 38

Responses with same "Match Id" and "Category" therefore same keywords :

- No data -

One-Match keywords

Add New | Delete

- No data -

ds with commas ") AND ( put '@

All-Match keywords ( s

Add New | Delete

1 - bagaimana, tahu, wujud,diabetes
2 -apa, gejala, diabetes

3-bagaimana, kesan, diabetes

4 - gejala, diabetes

Prerequisite keywords (All-Match

Add New | Delete

1-gejala, diabetes
2-gejala
3-ya

]
Fig. 4: vBrain-managing ViDi’'s keywords, extensiand prerequisite data for each response

RESPONSES | close

CATEGORY 7 || TYPE 5 EXTENSION: 0 nas *," for MORE THAN ONE extension
RESPONSE

New Category | Save New Response

Fig. 5: vBrain-add new response Ul

rid | ext | pre RESULTS

For testing parameters, we used ViDi's knowledge

l_l_—l of Diabetes disease as a domain case study. Althihieg

rid [Text [ pre | [rid [ ext | pre test is in specific domain of knowledge, the rela
¥ N A 3456 1 architecture was rather similar, as it is not basedny
l_' specific knowledge, but on relations between resesn
rid | ext | pre ext | pre in any chatting conversation. Figure 7 and 8 shows
R 013 sample conversations between user and ViDi reggrdin
| ext | pre the implementation of Extension and Prerequisite
S L algorithm. As mention earlier, ViDi is a Bahasa
e;“ Malaysia human language chatbot and therefore, this
— language represents all conversation utterancegyiry
e and 8. Hence, all conversation utterances will be

' _ translated into English human language as this
Fig. 6: Sample relations between responses research’s representaﬂve |anguage_
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Anda : apakah jenis2 diabetes? insulin dependent Diabetes) and Gestational Diabete
ViDI : Diabetes terbahagi kepada 3 jenis iaitu Jenis 1 (Diabetes bergantung insulin), Jenis | (Diabetes during pregnancy).”

2 (Diabetes tidak bergantung insulin) dan Diabetes Gestational (Diabetes semasa hamil). ViDi: “Want to know what is insulin? (|f not, proed

VIDi : Ingin tahu apa itu insulin? (jika tidak, teruskan dengan soalan berikutnya) W|th next questlon)”

ADeR -y User: “also can”

VIDi : Insulin adalah sejenis hormon yang dihasilkan oleh pankreas bagi membantu

ViDi: “I did not understand the meaning of (alsmga
Please give a different response.”

proses penukaran glukosa, kanji dan makanan-makanan lain kepada tenaga.

VIDI : Ingin tahu lebih lanjut tentang insulin? (jika tidak, teruskan dengan soalan

T User: “Oh ok..”
Anda :ya User: “Yes... tell me about insulin”
ViDi : Apabila kita makan, badan akan memproses gula dan kanji kepada glukosa (sumber VIDI “lnsulin iS a hormone LA deSCfiption abOUt
utama tenana) vana kemudiannva akan memasuki saluran darah menvehahkan kandunoan ¥ |nsul|n .

ViDi: “Want to know more about insulin? (if not,

Fig. 7: Sample conversation with ViDi (Result 1) proceed with next question)”

Anda : beritahu saya tentang jenis diabetes F|gure 7 (ReSU|t 1) and F|g 8 (ReSU|t 2), bOth
ViDi : Diabetes terbahagi kepada 3 jenis iaitu Jenis 1 (Diabetes bergantung insulin), Jenis Sample COnVersat|0nS demonstrate users Chatt|ng
2 (Diabetes tidak bergantung insulin) dan Diabetes Gestational (Diabetes semasa hamil). experience Wlth Chatbot that become more ||ke|y as
VIDi : Ingin tahu apa itu insulin? (jika tidak, teruskan dengan soalan berikutnya) Chatt'ng W|th an aCtuaI human than ChatbOtS W|th|bat

Anda : boleh juga

implementation of Extension and Prerequisite
algorithm. The justification for that statement by

VIDI : Saya tidak memahami maksud ( boleh juga ). Sila beri respon yang berlainan.

ﬁ:::f Ozmnusayatemangmsum looking back to current chatbot’'s process mechanism

VIDi : Insulin adalah sejenis hormon yang dihasilkan oleh pankreas bagi membantu 1 an inpUt iS being process by the entire keyWOFdS

proses penukaran glukosa, kanji dan makanan-makanan lain kepada tenaga database and therefore, a same input may reStJ’llEin

VIDI : Ingin tahu lebih lanjut tentang insulin? (jka tidak, teruskan dengan soalan N same output (maybe different if the algorithm makes

. random selection from several ouputs but it wasmall

] ] ] L the same semantic category). In implementing
Fig. 8: Sample conversation with ViDi (Result 2) Extension and Prerequisite, same input can produce

) ] ] ] different output relating to previous output. Résll

follows: relating to previous output that asking about ifi yeant
o _ i to know about insulin (question 1) and if you wamt
User (green field): “what types of diabetes? know more about insulin as addition to the general

ViDi (blue field): “Diabetes is divided into 3 typehat  description answered for question 1 (question 2¢hB
are Type 1 (insulin dependent Diabetes), Type 2 (N0 gyestions 1 and 2 provide semantically differersvesr
insulin dependent Diabetes) and Gestational Diabetey ¢ require the same keyword. Referring to casual

(Diabetes during pregnancy).” human chatting conversation, human was tending to
VIDi: “Want to _know what is insulin? (if not, proed give a short input (elliptic input) rather than ang
with next question)” input just to makes a good or grammatically correct
User: "yes” o sentence. For example related to Result 1, if the
ViDi: “Insulin is a hormone...”-A description about question is “Want to know what is insulin?”, hunngid
In.SL!“I’I- ) . ] not usually answer it as “Yes, i want to know about
VIDi: “Want to know more about insulin? (if not, jnsulin’. Same as the second question “Want to know
proceed with next question)” more about insulin?” did not answered as “Yes, rred|
User: “yes - more about insulin”. Unfortunately, this kind ofsaver
VIDi: “When we eat,..."-A description about how gre what current chatbot technology need for user t
insulin study. provide in order to be understandable because ahatb

) ) ) ) needs a sufficient keywords to differentiate on chihi
The translation for Fig. 8 conversation is asquestions did the user actually answered. Backsoal

follows: human chatting conversation, for both questions,
answering “yes” is just sufficient enough to makan
User (green field): “Tell me about type of diabé&tes understandable answers and that it what Extensidn a

ViDi (blue field): “Diabetes is divided into 3 typghat  Prerequisite successfully enabled in chatbot telcigyo
are Type 1 (insulin dependent Diabetes), Type 2 (noResult 2 demonstrated an additional capability of

1216
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Extension and Prerequisite. Referring back to atatb Elliptic input is an essential concern in chatbot
with Extension and Prerequisite implementationprocesses because it was a general habit in human
algorithm steps in previous section, Step 9 clattiigt  chatting approach to response in a manner of
“If no match, generate response for user to enteremembering the current conversation issue and give
another input. Hold same Extension data as Stepd”. response in a same manner. This issue is impgrtiall
such, Result 2 demonstrated that chatbot did notelated to a study in human cognitive function that
understand user’s first response, therefore asktieg suggested a “Long-Term Working Memory” in human
user to enter another input while still holding #@me  performing cognitive task given by example when
previous Extension data. Then, the next input ftm®r  human reading a sentence in a text, they must have
wills again being processed in the precedence ofccess to previously mentioned actors and objeuls a
Extension data first before looking out in the enmti also a contextual information (in that particulabgct)

keywords database for a match. in order to integrate coherently with the inforroati
presented in the current sentence (Ericsson anddfin
DISCUSSION 1995). This relation also supported the issue @f th

needs for instructional approaches rather than

From the presented results, Extension andninimally-guided instruction that less effectiveddass
Prerequisite had successfully enabled relationsdesi  efficient on a guidance for the human learning pssc
responses in chatting conversation between humdn arfKirschneret al., 2006). In the context of chatbot that
chatbot. Figure 9 shows an extended version ofrgéne functions as knowledge representation system,ioakt
chatbot process model from Fig. 1 with the relationbetween responses can be greatly used for the dyuide
between responses created by the implementation chatting activity as presented in Results in which
Extension and Prerequisite algorithm. The relationchatbot keep giving guidance on how to proceeds Thi
created by this algorithm is a specific interactionchatting scenario will principally eliminate thdedime
between responses that relate to each other in thehen users did not know what to response and later
context of a whole sentence, not as the “topic’leaving the chatbot as they become bored.
mechanism that basically used as a replacement over The implementation of guided-chatting activity
pronoun with constant noun. This relation opens thavas first came to our concern when we run the publi
possibly for chatbot to have a conversation that cabeta trial for ViDi. During this preliminary trialye got
hold the specific issue per interest of the coratesa  feedbacks from users saying that they generallyndid
(one conversation can have multiple and differenknow what to say to ViDi even though they want to
issues). Concerning to the specific issue beind e know more about Diabetes. This mostly because they
conversation, keywords matching (for chatbot) anddid not perceived on what they should know about
input entering (for human) become more productive. Diabetes disease. For that being the case, we

For chatbot, implementing Extension andincorporate the instruction utterance at the end of
Prerequisite will reduce the processing time forchatbot's responses to be the guidance for usehe®wan
keyword matching process because the algorithm wilto proceed (users can choose to ignore them). As th
narrow down the size of keywords to be match widgch implementation and testing stage are recursivegeie
from an entire keywords database, to just a keywordpositive  feedbacks regarding this  particular
database concerning the Extension data. As for humaimplementation.
input entering become much simpler when they can
just entered elliptic input for chatbot tmderstand. CONCLUSION

Tuput Response In this research, an additional algorithm for Cloat
sentence sentence 1 i
: e . technology is proposed. The algorithm named
Extension and Prerequisite had enabled chatbcae h
,,,,,,,,,,,,,,,,,,,, relations between responses that open up a pagysibil
; | for chatbot to have a specific issue conversatiom i
{ Process ‘ more controlled approach. This functionality males
|‘ ’I‘ 4 chatting activity with chatbot become more prodeeti
I . for human and chatbot itself prior to the focusuéss
P= =12 . . e
Bty B E=0 being the main concern. As a result, elliptic irgphy
users become understandable by chatbot and progessi
Fig. 9: Chatbot process model with response’sicelat ~ time regarding finding a keywords match in chatbot
1217
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process become faster. The relations between regpon Lokman, A.S. and J.M. Zain, 2009. An architectural

also open the possibilities for chatbot to functama
diagnostic systems in which several questionsedlat
each other that finally produced a final outputareling

the diagnosis result. Starting with the first main
guestion, next question will be determined depemndin

on user’s answer and goes on until the end of disign
forming a pyramid of questions that is a final diagis

different path taken will produce different end uies

For this research, ViDi version 2 is being used as
testing material. The earlier version of ViDi (ViDi

version 1) although being slightly different fromDy

version 2 as Diabetes Physician (ViDi version 1

functions as Diabetes Dietitian), it also impleniegt

algorithm regarding enabling relations between
responses (Lokman and Zain, 2009). Named “Vpath”,

design of Virtual Dietitian (ViDi) for diabetic
patients. Proceeding of the 2nd IEEE International
Conference on Computer Science and Information
Technology, Aug. 8-11, IEEE Xplore Press,
Beijing, : 408-411. DOI:
10.1109/ICCSIT.2009.5234671

Lokman, A.S. and J.M. Zain, 2010. Chatbot enhanced
results at the bottom of the pyramid describing by

algorithms: A Case study on implementation in
Bahasa Malaysia human language. Networked Digit.
Technol.,, 87: 31-44. DOI: 10.1007/978-3-642-
14292-5 5

Ohno-Machado, L. and G.M. Weber, 2005. Data

Representation and Algorithms for Biomedical
Informatics Applications. 1st Edn., Harvard
University, Cambridge, MA., USA., ISBN: 0-542-
11988-9, pp: 184.

this parameter will be used to determine convewsati Shah, H., 2006. ALICE: An ACE in digitaland. trigle

path that can lead to final advice on user’s diftath

however did not directly create relations between

4: 284-292. http://triple-
c.at/index.php/tripleC/article/view/46/44

responses but rather being used to determine vpiasith  Shawar, B.A. and E. Atwell, 2005. A chatbot systesn

did the conversation take during question answering a tool to animate a corpus. ICAME J., 29: 5-24.

session. For that function, Vpath become limited to  http://icame.uib.no/ij29/ij29-page5-24.pdf

holding only one path per conversation sessiontfan  Shawar, A.B. and E. Atwell, 2007. Chatbots: Areythe

account, Extension and Prerequisite algorithm iagbe really useful. LDV-Forum Band, 22: 31-50.

proposed to makes relations between responses becaffuring, A.M., 1950. Computing machinery and

more flexible. intelligence. Pars. Tur. Test, 49: 433-460.

http://www.cs.umbc.edu/courses/471/papers/turing.
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