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Abstract: Problem statement: In solving a classification problem in relationdhata mining,
traditional methods, for example, the C4.5 andségants, usually require data transformations from
datasets stored in multiple tables into a singletaUnfortunately, we may loss some information
when we join tables with a high degree of one-tawnassociation. Therefore, data transformation
becomes a tedious trial-and-error work and thestfiaation result is often not very promising
especially when the number of tables and the degfe®ne-to-many association are large.
Approach: We proposed a genetic semi-supervised clustericignique as a means of aggregating
data stored in multiple tables to facilitate thektaf solving a classification problem in relatibna
database. This algorithm is suitable for clasdiificaof datasets with a high degree of one-to-many
associations. It can be used in two ways. Oneéas-csntrolled clustering, where the user may cdntro
the result of clustering by varying the compactnekshe spherical cluster. The other is automatic
clustering, where a non-overlap clustering strategpplied. In this study, we use the latter méttw
dynamically cluster multiple instances, as a medreggregating them and illustrate the effectivenes
of this method using the semi-supervised genetiordhm-based clustering techniqueesults: It
was shown in the experimental results that usimgrétiprocal of Davies-Bouldin Index for cluster
dispersion and the reciprocal of Gini Index forstlr purity, as the fithess function in the Genetic
Algorithm (GA), finds solutions with much greatercaracy. The results obtained in this study showed
that automatic clustering (seeding), by optimizthg cluster dispersion or cluster purity alone gsin
GA, provides one with good results compared totthditional k-means clustering. However, the best
result can be achieved by optimizing the combimatialues of both the cluster dispersion and the
cluster purity, by putting more weight on the chrspurity measuremen€onclusion: This study
showed that semi-supervised genetic algorithm-basledtering techniques can be applied to
summarize relational data with more effectively afficiently.

Key words: Data aggregation, clustering, semi-supervisedteting, genetic algorithm, relational
data mining, data pre-processing

INTRODUCTION may lose some information when the join operat®n i
performed.
Relational databases require effective and efficie In a relational database, a record stored in the

ways to extract patterns from contents stored irtarget table is often associated with one or mecends
multiple tables. In this process, significant feetu stored in another non-target table. We can treaseth
must be extracted from datasets stored in multiplenultiple instances of a record, stored in a nogdar
tables with one-to-many relationships. In a relslo table, as a bag of terms. There are a few ways of
database, a record stored in a target table can leansforming these multiple instances into bageofis.
associated with one or more records stored in @&noth Once we have transformed the data representation
table due to the one-to-many association constrainapplicable to clustering operations (Gautam and
Traditional data mining tools require data in neladl  Chaudhuri, 2004; Basat al., 2002), we can use any
databases to be transformed into attribute-valuedb  clustering techniques to aggregate these multiple
by joining multiple tables. However, with the large instances. The most common pattern extracted from
volume of relational data with a high degree of-tme relational database is association rules. Howeteer,
many associations, this process is not efficienth@s extract classification rules from relational datsdavith
joined table can be too large to be processed and wnore effectively and efficiently, taking into
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consideration of multiple-instance problem, we need
aggregate these multiple instances. In this stwgyise

a genetic algorithm based clustering technique

aggregate multiple instances of a single record
relational database as a means of data reductaford3

a clustering technique can be applied, we transtbien
data to a suitable form.

Data transformation for relational data: In a
relational database, a single record, ®ored in the
target table can be associated with other recaodeds
in the non-target table, as shown in Fig. 1. LeteRote
a set of m records stored in the target table ah®b|
denote a set of n records,(T,, Ts,...,T), stored in the
non-target table. Let ;Sbe a subset of S,; &1 S,
associated through a foreign key with a single me¢
stored in the target table, where,[JR. Thus, the
association of these records can be described«aSR
In this case, we have a single record stored inatget
table, T, that is associated with multiple recosttwed
in the non-target table, NT. The target and nogetar
tables are defined as follows.

Definition:
rows of object where each row represents a singl
unique object and this is the table in which pateare
extracted.

Definition: A non-target table, NT, is a table that
consists of rows of objects where a subset of thess
can be linked to a single object stored in the dgfrg
table.

Target table, T, is a table that consists of

In other words, a particular record stored in theyét
table that is related to several records storedhe

toon-target table can be represented as a bag of
irpatterns, i.e., by the patterns it contains andrthe

frequency, regardless of their order. The bag of
patterns is defined as follows.

Definition: In a bag of patterns representation, each
target record stored in the non-target table, N, i
represented by the set of its pattern and the rpatte
frequencies.

This definition follows the notion of an defineg b
Lachiche and Flach (2000), where the data is deesdri
as a collection of individuals and the induced sule
generalize over the individuals, mapping them to a
class. For instance, individual-centered domainkide
classification problems in molecular biology whéhne
individuals are molecules.

In our approach, an individual is represented as a
bag of patterns. We use DARA algorithm (Rayner,
2008; Davies and Bouldin, 1979) to summarize data
stored in non-target tables that have many-to-one
relationships with data stored in the target tabiethe
DARA algorithm, these patterns are encoded into
binary numbers. The process of encoding theserpatte

(lanto binary numbers depends on the number of
attributes that exist in the non-target table. &ample,
there are two different cases when encoding pattiem
the data stored in the non-target table. In thet fiase
(Case 1), a non-target table may have a singléaté.

In this case, the DARA algorithm transforms the
representation of the data stored in a relationtdithse
without constructing any new feature to build theg)

TF-IDF (Salton and Michael, 1984) weighted frequenc

The records stored in the non-target table thafnatrix, as only one attribute exists in the norméar

correspond to a particular record stored in thgetar
table can be represented as vectors of patterna As
result, based on the vector space model (Salton a
Michael, 1984), a unique record stored in non-targe
table can be represented as a vector of patterns.

Non-target table

D

Target table Target table

D

il

o)

|

IS

o

Bags of patterns

Fig. 1: A one-to-many association between target an
non-target relations
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table.

fgase |: Table with a single attribute: In this case, it

is assumed that there is exactly one attribute
describing the contents of the non-target table tha
associated with the target table. In Fig. 2, thansr
attribute is the Primary Key (PK) of the Sales ¢abl
and the Customer attribute is the Foreign Key (BK)
the table that associates records stored in this no
target table (Sales Table) with records storedhim t
target table (consists of individual customer)sEithe
algorithm computes the cardinality of the attribute
domain in the non-target table. Cardinality of an
attribute is defined as the number of unique values
that the attribute can take. If the data considts o
continuous values, the data is discretized first the
number of bins taken as the cardinality of theilaite
domain.
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Next, in order to encode the values into binaryCase II: Table with multiple attributes: In this case,
numbers, the algorithm finds the appropriate nunafer it is assumed that there is more than one attrithae
bits, n, such that it can represent all differealues  describes the contents of the non-target tablecagsd
of the attribute’s domain, where "2 With the target_table_. All continuous values of_ the{
<|Attribute’sDomaing2". For example, if the attribute attributes are discretised and the number of bis i
Paris, Kuala Lumpur), then we just need &<g2%  encoding the patterns as binary numbers, the dgori
bits to represent each of these values (001, 010, 0 determines a subset of the attributes to be used to
100, 101), as shown in Fig. 2. A bag of patterns iscons:'ructa_ new feature.l . imole aldorith
maintained to keep track of the number of patterns teret |fs ?n exar_r:geto a S'Tpte algorithm t?
encountered and their frequencies. For each encodé@nsStruct features without using feature scoring 1o
pattern, the counter for the corresponding patiethe generate the patterns that represent the inputhier
bad is i,ncremented or the pattern is added to " DARA algorithm. Alfred has discussed in detail abou

g I b ) the process of data summarization with a genetieta
patterns if it is not already in the bag. The résglbag : ' . :
of patterns, shown in Fig. 2, can be used to desdtie feature construction algorithm using feature saprin
characteristics of an individual record. In Fig. tBe (Raylznoerr’ezgc(:)r?).record stored in the non-target table
first digit “2”_preceded the b_inary nhumbers indiesithe concatenate p number of columns’ values, where p ié
g‘ﬂi’é ?;::te”?sufnﬁga;ézea?tlrr;gl?{enzgg&rsina:ﬁeggllm. less than or equal to the total number of attribukeor

: example, let F = (F F, Fs,..., denote k field

all the encoded patterns produced are belong texind b & P PR
attribute “2”.

In the other case (Case Il), the non-target tatzy
have multiple attributes exist in the table. Instbase,

columns or attributes in the non-target table. Let
dom(R) = (R1, F2 Ra, ..., k) denote the domain of
attribute F, with n different values. So, one may have

DARA may construct new features, which results in2" instance of a record stored in the non-targeltta

more riched representation of each target recotttién with these values (& Fon Fso Fag o Fein P,
non-target table. The method used to encode th@here FRdldom(R), Fldom(R), Fsddom(R),

patterns derived from these attributes has somE&sdddom(R), ..., FReigddom(Rey), FRotdom(R).
influences on the final results of the modelingktas Table 1 shows the list of patterns produced with
(Rayner and Dimitar, 2007). different values of p. It is not natural to havatifees
concatenated like &, but not i 5 when we have
[ Sales mble (Non tergetmble) Binary mapping_| p = 2, since the attributes do not have a natuidéro
 [Tmae e Comomer e [y ey | { However, the GA approach (Davies and Bouldin, 1979)
7 = T et | ois ]| can be applied to solve this problem.
SR e o |4 For each record, a bag of patterns is maintaioed t
| 300 Kuala Lumpur o ]} keep track of the patterns encountered and their
2 e e N = frequencies. For each new pattern encoded, if dftenn
5 [vay Nowvor | | ~ exists in the bag, the counter for the correspandin
et o s | pattern is increased, else the pattern is addedetdag
{1 Jeomon  [Newvox | {"~/| ransformation and set the counter for this particular patterri.tdhe
o e L I J resulting bag of patterns can be used to desclibe t
[ 74 [eanon  [oneamw | | 11 characteristics of a record associated with them.
e For instance, Fig. 3 shows the data transformation

Joe, 2001, 2001, 2010, 2011, 2100

Mary. 2101 2001, 2010, 2010 for data stored in non-target table with multiple
SHEREE attributes. In this example, the Trans attributethis
Primary Key (PK) of the Sales table and the Custome
Fig. 2: Data transformation for data stored in a-no attribute is the Foreign Key (FK) of the table that
target table with a single attribute associates records stored in this non-target f{@adées
table) with records stored in the target table ¢ists of
Table 1: Number of attributes combined, p and teedf patterns  jndividual customer). Based on this example, threnfd

Objects are represented as bags of patterns

produced of patterns produced depends on the parameteEd (p

'i Eattgnsémguced — p =2 and p = k), where p is the number of attebut
> B R e —even  COMbined to generate these patterns and theis
2 Frdon FsFag ..., R for k = odd total number of attributes. The algorithm dalled

k FudFo.Fs.dFad - FeaFin Psingewhen p= 1 andd when p = k respectively.
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Sates Table (Nomarget tabie) Fenp minimize a Iine_ar combination of the cluster dispen
Trans (PK) |Customer |City (FK) | Sales |Types City Binary and cluster purity measures.
1 Joe London 100 |Nike Lpnd_on 00_‘\ |
2 Joe London 500 |Nike New York 010 | . . . .
5 e Newvork 100 |Adidas || Paris ot A semi-supervised clustering technique: As a base to
# oot |Peds 0" |Nks: || Harklabuompor | 200 the semi-supervised algorithm, an unsupervised
5 Joe Kuala Lumpur 300 |Adidas || Chicago 101 I . h d t . d th t I th
& Moy IChioam 0 e | == clustering method optimized with a genetic algari
7 |May |London 500 |Nike |[ 700 i incorporating a measure of classification accunassd
B |Maly | Mewvork 100 [Nike |['500 010 in decision tree algorithm, the Gini Index (GI)
g Ma ew Yo 200 |Ni . e .
T e e e e e A (Breimanet al., 1984; Laura and Kilian, 2004), is used.
1 200 100 . . L.
11 |Brandon |New York 500 [Adidas |[ 400 T Here, the clustering algorithm that minimizes some
12 |t [Eotis i o B e S objective functions applied to k-cluster centers is
13 (Powon Jums Lomeur |19 B0y ' ined. Each point is assigned to the nearestetlu
14 Brandon |Chicago 200 [Nike Nk e examined. aC. p X g T S
felitas e centre by Euclidean distance (Srinivasral., 1996).
== ) The main objective is to choose the number of ehgst
Dat; Tranifnrmauon | | |Z u u u | .
: J that minimizes some measure of cluster quality. For
p=1 -

Joe, 2001, 3001, 401, 2001, 3010, 401, 2010, 3001, 410, 2011, 3011, 401, 2100, 3011, 410
Mary, 2101, 3010, 401, 2001, 3010, 401, 2010, 3001, 401, 2010, 3100, 401

Brandon, 2001, 3101, 410, 2010, 3010, 410, 2011, 3100, 401, 2100, 3001, 401, 2101, 3100,

401

_ OR
Joe, 2001001, 401, 2001010, 401, 2010001, 410, 2011011, 401, 2100011, 410

Mary, 2101010, 401, 2001010, 401, 2010001, 401, 2010100, 401
Brandon, 2001101, 410, 2010010, 410, 2011100, 401, 2100001, 401, 2101100, 401

p=3 OR

instance, a cluster dispersion metric can be usech
as the Davies-Bouldin Index (DBI) (Blockeel and de
Raedt, 1998), to measure the cluster quality. D&lsu
both the within-cluster and between clusters distan
to measure the cluster quality. Let {(Q@enote the
within-cluster distances, wherg, x;0Q,, i # i’, Ny is
the number of samples in clustey &d:

Joe, 200100101, 200101001, 201000110, 201101101, 210001110
Mary, 210101001, 200101001, 201000101, 201010001
Branden, 200110110, 201001010, 201110001, 210000101, 210110001 1

Records are represented as bags of patterns Ck = N ZX‘DQk X
k

Fig. 3: lllustration of data transformation for datored

) ¢ ] - Then, the Centroid distance,(Qy) (Eq. 1), for
in non-target table with multiple attributes

within cluster distance is the mean distance fr@ohe
element in the cluster to the centroid of the distand
Since there are more than one attribute exist @ thd.(Q,, Q) (Eq. 2) is the centroid distance between two
datasets, when p = 1, the encoded patterns produeed clusters, Q and Q, measured by the Euclidean distance
preceded by the index of the attribute (index “2”petween their centroids, and ¢

through k), where k is the number of attributegha

datasets, as shown in Fig. 3.

In short, the encoding process described herecentroid Distance,cSQQ)—ZM (1)
transforms data stored in the non-target table hiast Ny
many-to-one relations with the target table, to the
representation of data in a vector-space modetq®al cCentroid Linkage, d Q.Q) ﬂ: & |||c )

and Michael, 1984). With this representation, tla¢ad

can be conveniently clustered by using the hieiaath

or partitioning clustering technique, as a means OfDB|=£ZC:ma>q {SC(QK )+$(Q)} 3)
summarizing them. ca | d.(Q.Q)

MATERIALSAND METHODS According to Davies-Bouldin validity Index (DBI),

the best clustering minimizes Eq. 3, where C is the
Here, we provide an overview of a semi-supervisechumber of clusters. The Davies-Bouldin index islwel

clustering technique based on a genetic algorithmsuited when using k-means partitioning becauseésgy
Since clustering (data summarization) works in arlow values, indicating good clustering results for
unsupervised fashion, the user has no control en thspherical clusters and those with centers thatfare
result. However, this study introduces supervision away from each other. This cluster dispersion measu
the learning scheme through some measure of clustean be incorporated into any clustering algorithon t
impurity. The basic idea is to find a set of clustthat  evaluate a particular segmentation of the data.
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The GI has been used extensively in the literaturd975). In its simplest form, a GA is an iterativ®gess

to determine the impurity of a certain branchingnpo

applying a series of genetic operators such astsate

in decision trees (Goldberg, 1989; Holland, 1975).crossover and mutation to a population of elements.

Clustering using K cluster centers partitions thpui

These individuals, or chromosomes, represent plessib

space into K regions. Therefore clustering can besolutions to the problem. Initially, a random pagidn

considered as a K-nary partitioning at a particulade
in a decision tree and Gl can be applied to detegmi
the purity of such a partitioning. In this case, @la
certain cluster, k, is computed as defined in (EQ.
where n is the number of class. B the number of
points belonging to cth class in cluster k andidNthe
total number of points in cluster k:

n P
GiniC, =1-) (¥ 4
K
D T, GiniC,
Purity = &=L N (5)

The purity of a particular partitioning into K
clusters is defined in Eq. 5, where N is the numndfer
points in the dataset anglis the number of points in
cluster k. The smaller the purity, the better thalidy
of clusters obtained.

Therefore, given both the cluster

is created, which represents different points ie th
search space. An objective or fitness function is
associated with each chromosome, which represeats t
degree of goodness of the chromosome. Based on the
principle of the survival of the fittest, some dfet
chromosomes are selected and each is assigned a
number of copies, which go into the mating pool.
Biologically inspired operators like crossover and
mutation are applied to these strings to yield & ne
generation of strings. The process of selection,
crossover and mutation continues for a fixed nundfer
generations or till a termination condition is shéd.

There are two phases in the proposed method for
the  semi-supervised genetic  algorithm-based
clustering algorithm. In phase I, given N pointdaja
they are reduced by grouping all points to thearest
neighbor. The purpose of this data reduction is to
speed up the process of genetic clustering andtalso
provide the basic platform to find the seeds fog th
clustering task automatically (Bast al., 2002). In

hase II, a genetic algorithm (Holland, 1975) igdis

. . P
dispersiony,, fing seeds for clustering m data points basethen

measure (DBI) and the cluster impurity measure ,(Gl) gpiactive function (Eq. 6), where m<N. The next two

by minimizing the objective function defined asraehr
combination of DBI (Eq. 3) and Gl (Eqg. 5), the
algorithm becomes semi-supervised. More specificall
given N points and K-clusters, the algorithm walect

K cluster centers that minimize the objective fiort
as shown in Eq. 6:

F(N,K) = DBI + Purity (6)

subsections describe the process of finding théssee
of the clusters automatically to achieve the gofal o
finding the best number of clusters with respecthi®
objective functions described previously.

Phase I: Data reduction and seeding: The goal of
the task in Phase | is to find the initial seedsthaf
clusters by grouping target records to their ndares
neighbor. The steps are describes as follows:

Finding a clustering that is guaranteed to be

optimal in terms of a chosen quality measurg.(e.
Eq. 6), is in most cases an infeasible task, amiild

require an exhaustive search through the spacdl of a

possible clustering. Hence, in this experimenteaeatic

algorithm-based clustering technique is employed to

find the best number of clusters.

A semi-supervised  genetic  algorithm-based
clustering technique: Here, we describe how a semi-
supervised genetic algorithm-based clustering tigcien

is employed to improve the predictive accuracy of a

1. For every target record;ind the distance to its
nearest neighborg; (G) = ||Q — Q||, where Qis
the nearest neighbor tq &nd i# j

2. Compute the average distance of all target records
to their nearest neighbod,. =%Zi“:ldw Q)

3. Letd = scale*g,g, where scale is a constant (Initial
value for scale is 0.5 in this experiment). Now,
view the n target records as nodes of a graph and
connect all nodes that have distance less than or

equal to d. Increment scale by 0.1. This is done to

modeling task based on a summarized data. A Genetic
Algorithm (GA) is a computational abstraction from 4.
biological evolution that can be wused in any
optimization problems (Goldberg, 1989; Holland,
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find seeds for the clusters

Repeat step 3 for as long as there is no target
record chosen as the nearest neighbor for two
different components of connected target records.
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This is to ensure that all connected target recordpurity function, GI (Egq. 5) needs to be minimized.
are close enough to one another Since the objective fitness function needs to be
5. Find all connected nodes and let the data setmaximized in GA, the Objective Fitness Function
represented by these connected nodes be denot@@dFF) that needs to be maximized will be the
by (By,B>,Bs,...,Bn-1,Bm) Where m is the number of accumulative value of the reciprocal of cluster
connected nodes and m <N, sincecBnsists of 1  dispersion and the reciprocal of cluster puritygleBned

or more connected nodes; im in Eq. 7:
6. Compute m cluster centers,(z, z, ..., z, from
all connected components B,,Bs,...,Bn-1,Bm) OFF:LJ, 1. (7)
from Step (5), where: DBl Purity
-1 - OFF=B O+ 8
z —szlm X, i=123..,m B DBI Purity 8

In this study, two scalar§} and a (Eq. 8), are
introduced that carry the weights of the cluster
dispersion and cluster purity parameters3 £ 1 and
a = 0, the algorithm becomes an unsupervised GA-
based clustering algorithm that will optimize thaue
of cluster dispersion to get the best number o$tels
(represented by DBI-GA-DARA as shown in Table 2).
On the other hand, # = 1 anda = 1, the algorithm
becomes a semi-supervised GA-based clustering
algorithm that will optimize the values of cluster
dispersion and cluster purity to get the best nunabe
clusters while ensuring the purity of the clusters
(represented as SS-GA-DARA in Table 2). Finallyg if

Population initialization step: A population of X = 0 ando = 1, the algorithm will optimize the cluster

strings of length m is randomly generated, wheres m PUrity only in the process of finding the best nembf
the number of the sets (connected component lusters (represented as GI-GA-DARA as shown in

obtained from the first part (Phase I). X stringe a |able 2). In this study, the behavior of the clust
generated with the number of 1's in the Strmgsalgonthm with the rest of the combinations of \edu

uniformly distributed within [1, m]. Each string for B anda is examined, as shown in Table 2.
represents a subset ofy(B,, Bs,...,Bn-1, By). If Bjis in

where, Nis the number of nodes connected in B

After reducing N points into m points by grouping
them to their nearest neighbors, a genetic algorith
can be applied by treating the m points as thegtof
chromosomes in the initial population initializatio

Phase Il: Genetic-based clustering algorithm: In
Phase II, we perform the clustering task basedhen t
cluster seeds obtained in Phase I. Here, we destiréb
initialization of the population set, the computatiof
the fitness function and the selection, crossovet a
mutation processes.

! : ' ; > Selection process: For the selection process, either a
this subset S, the ith position of the string viié 1; roulette wheel with slots sized according to thaefss

otherwise, it will be 0, where i <m. Each Binthe 4 5 tournament selection can be used to sampie fro
subset S is used as a seed to generate a cli€eis| e distribution.

not in the subset, they will be merged to the rstaie

in the subset S, where j, k = 1, 2, 3,....m astckj The  Crossover process. A pair of chromosomes, and g,
merging of these two components, @d R, is based are chosen for applying the crossover operator. @ne
on the distance between their centers and thisfam the parameters of a genetic system is probability o
new cluster. After merging, the size and the cenfre Ccrossover, p In our experiment, the probability of
the new cluster will be recomputed. The mergingCrossover, g is set to 0.25. This probabili_ty gives the
process for all components that are not listedhia t €Xpected numberX of chromosomes, which undergo
subset S will be repeated until all of them ardgassi ~ the crossover operation.

to the nearest cluster. Table 2: Setting and weights of scal@randa

Scalar
Fitness computation: The objective or fitness function _
has two components (Eq. 6); cluster dispersion anﬁegx‘gA - — | B “
cluster purity. In order to get the best number ofDé,_GA_[()A'Qﬁ?gSDCBT)S ering only) 1.00 0.00
clusters, one needs to minimize the DBI (Davies anaéﬂé)gi-gligcmgggA (GMDBY) 0.1780 0.1230
Bouldin, 1979). On the other hand, in or_der togrthe U ORE GILGA-DARA (GMGI) 0.95 0.75
same type of target records together in a clusher, GI-GA-DARA (GGI) 0.00 1.00
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Mutation process: The mutation operator performs on accumulative value of the reciprocal of cluster
a bit-by-bit basis. Another parameter of the geneti dispersion and the reciprocal of cluster puritgle8ned
system, the probability of permutation,pgives the in Eq. 8 with two scalarf3 anda. These scalars are
expected number of mutated bitsemeX. In our introduced that carry the weights of the cluster
experiment, the probability of permutation |5 set to  dispersion and cluster purity parameters respdygtive
0.01. On the other hand, a non-genetic based algorithm is
Following selection, crossover and mutation, theused in the K-DARA setting to cluster the data #&or
new population is ready for its next generationisTh given k number of clusters. For instance, theretare
evaluation is used to build the probability disition  different ranges of k, small (from 2-20 clustersida
for the construction of a roulette wheel with slsised  large (from 22-40 clusters) numbers of clusterskin
according to current fitness values. The rest @& th DARAgma (Small number of clusters) and K-DABA
evolution is just a cyclical repetition of selectjo (large number of clusters), records are clustemset
crossover and mutation until a number of specifiedon K¢ number of clusters, wherecKas a range from 2
generations or a specific threshold has been agthiev -20 inclusively and from 22-40 respectively, whiish
Once the generation of new chromosomes stopsnanually defined by user. In these experimentsusee
clusters with only few target records (less thalar§et the partitioning clustering technique, k-means, to
records) will be removed and its members are mooed cluster the records. For each different settingg th
the nearest cluster (based on the distance betweexperiments are repeated for ten different valdes,o

centers of the clusters). and the average of the performance accuracieseof th
JA48 classifiers, implemented in WEKA (Witten and
RESULTS Frank, 1999), are recorded.

These experiments are designed to investigate fou In the other setti.ngs (GDBI, GGI, GSS, GMDE?"
main factors: MGI), the clustering tasks are performed with

Qiffer(_ent_ values of8 anda and t_he number of _clusters k

 The feasibility of using data summarization to IS Optimized automatically during the clusteringgess

support the data mining task (e.g., classificatian) to maximize the fitness function defined in EqC&h_e_r

a multiple tables environment parameters were set tg  0.80 (crossover probability)

A : d p, = 0.50 (permutation probability).

» The effects of adjusting the weights of the cluster®”

dispersion and purity on the classification task erf;—?rr?;cs(; Zggufashc}\rl]vvrlu(iacr:esseu\tn %ﬁffzgﬁfrﬁsed
e The performance gain of_a semi-supervised geneti%r the algorithms ar)el’ compared: K-DAR# (small

algorithm-based clustering technique over the, mper of clusters), K-DARfA (large number

traditional clustering technique achieved by ¢ clusters), GDBI, GGI, GSS, GMDBI and GMGI
adjusting the weights of the cluster dispersion and

purity and selecting seeds for clustering Table 3: 10-fold Cross-Validation performance of th8 classifier
- The performance of the DARA algorithm on financial PKDD 1999 and mutagenesis datasets
. - Mutagenesis
compared to other relational data mining 9
approaches including Progol (Srinivasagt al.,  Setting Financial Bl B2 B3
1996), Tilde (Blockeel and de Raedt, 1998), FoilE-BﬁEﬁsmn ;ggfgg Sg-gfi-g gg-gfg-g ;gifg-g
(Finn et al., 1998), RDBC (Kirsten and Wrobel, cpg,™ ™ 932422 83824 88.3+2.0 S

88.71.9

1998; 2000), RElaggs (Krogel and Wrobel, 2001) GMmDBI 94.841.4  95.0+0.6 90.621.9 91.4+1.7
GSS 93.2¢1.3  95.30.6 92.8+1.3 92.4+1.6

These experiments use datasets from th&MG! 95112 95.320.6 96.9+2.8 92.0£0.9

Mutagenesis database (B1, B2, B3) (Kirsten and® 9112  86.6:35 84.2+1.9 91.91.5

Wrobel, 2000), Financial database (DiscoveryTaple 4: 10-fold cross-validation performance & 848 classifier on

Challenge PKDD 1999) and Hepatitis database (PKDD Hepatitis PKDD 2005 dataset
2005). Hepatitis
The gxpenments are performed W|th.f|ve dlfferentsetting H1 H2 H3

combinations of values fd§ anda, shown in Table 2. - arRaA. 723417 747413 748513
They are referred to as GDBI, GGI, GSS, GMDBI andk-DARA 72.743.7 73.242.2 73.8+2.2
GMGI as shown in Table 2. For all these settings, w GDBI 76.1+1.8 74.0£1.7 74.1+1.7
apply a semi-supervised genetic-based algorithfinto ~ Sue = e o s A
the best number of clusters and the Objective E&ne gmal 84.6+1.9 85.2+1.9 86.2+1.9
Function (OFF) that needs to be maximized will e t GGl 88.3+2.2 88.3+1.8 88.8+1.8
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For GSS, setting an equal weight for both valuethef equally the same compared to the K-DARA22-40
reciprocal of cluster dispersioff,and the reciprocal of clusters) algorithm as shown in Table 3.
cluster purity,a, as shown in Eq. 8, provides one with However, the algorithm with the GDBI setting
good results. However, for Financial and Mutagenesistill shows an improvement in the performance
datasets, the best result is obtained when morghivisi  accuracy compared to the algorithm with the K-
set to the reciprocal of cluster purity(GMGI), in the  DARA setting, as all centers of the clusters areseim
GA fitness function § = 0.25 anda = 0.75). On the automatically in order to maximize the fitness
other hand, setting more weightto the nemipl of function of the genetic algorithm-based clustering
cluster dispersior (GMDBI), does not provide better algorithm. In contrast, with the same number of
results for all three datasets, as shown in Table 3 clusters for the algorithm with the K-DARA setting
For the Hepatitis dataset, the results obtainedlfo ~(non-genetic based algorithm), the task of chooaihg
GGI, GSS, GMDBI and GMGI are virtually identical, centers of k clusters is done by taking the firgioints

as shown in Table 4. This indication shows that th%ﬂethzlggtr?{iﬁs,wwnmc?hles n;_tDv:;aef;l;EE; AE)?(?(;Jlljtées

different weights for the reciprocal of cluster ciysters that may not be distinguishable from each
dispersion and the reciprocal of cluster purity, in  other. In other words, the differences betweentetss
Eqg. 8 have no effects on the results, provideddlza0. are not clear when using the clustering algorithitin w
The accuracy estimations from the 10-fold crossthe K-DARA setting. In short, by transforming the
validation tests the classification of the transfed representation of data for records stored in the-no
Mutagenesis datasets (B1, B2, B3), the Financiatarget table with one-to-many relations into a wect
dataset and the Hepatitis datasets (H1, H2, H®, arspace model using DARA, the automatic clustering
much lower when the algorithm uses the recipro¢al omethod that uses a semi-supervised genetic algorith
cluster dispersion onhy3(= 1,a = 0 for GDBI). When based clustering technique proved particularly
setting B = 0 anda = 0 (in K-DARA setting), the successful on datasets with one-to-many relatiqusshi
accuracy estimations, from 10-fold cross-validation
performance results for the classification of the DISCUSSION
transformed Financial, Mutagenesis and Hepatitis
datasets, show a drop in performance for all three Table 5 shows the results of paired t-test (p05).
datasets, compared to the accuracy estimationsedta for mutagenesis, financial and hepatitis datasetthis
in the GSSf§ = 1 anda = 1). It is not surprising that in table, the symboll" indicates significant improvement
the K-DARA setting, the clustering task did poorly, in performance by method in row over method in
since neither the cluster dispersion nor the clysteity  column and the symbolI” indicates no significant
are considered. With a smaller number of clusteys, improvement in performance by method in row over
the K-DARAg.a algorithm (2-20 clusters) performs method in column, on the three datasets.

Table 5: Results of paired t-test (p = 0.05) fotagenesis, financial PKDD 1999 and hepatitis PKDD2datasets

Mutagenesis (B1, B2, B3)

Method GSS GDBI GGl GMDBI GMGI K-DARA
GSS - 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0
GDBI 0,0,0 0,0,d 0,0,0 0,0,0 0,0,0
GGl 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0
GMDBI 0,0,0 0,0,0 0,0,0 - 0,0,0 0,0,0
GMGI 0,0,0 0,0,d 0,0,d 0,0,0 - 0,0,0
K-DARA 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 -
Financial

Method GSS GDBI GGl GMDBI GMGI K-DARA
GSS O O O O O

GDBI g - g O O O

GGl g g O O O

GMDBI O O O - O O

GMGI g g g O - O
K-DARA O O O O O -
Hepatitis (H1, H2, H3)

Method GSS GDBI GGl GMDBI GMGI K-DARA
GSS - 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0
GDBI 0,0,0 - 0,0,0 0,0,0 0,0,0 0,0,0
GGl 0,0,0 0,0,d - 0,0,0 0,0,0 0,0,0
GMDBI 0,0,0 0,0,0 0,0,0 - 0,0,0 0,0,0
GMGI 0,0,0 0,0,d 0,0,0 0,0,0 - 0,0,0
K-DARA 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 -
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Table 6: Results previously published of mutagen@i, B2, B3) and financial (PKDD 1999) datasets

Mutagenesis

Setting Financial B1 B2 B3
GDBI 93.2 88.8 88.3 88.7
Progol (Srinivasaset al., 1996) - 76.0 81.0 83.0
Foil (Finnetal., 1998) 74.0 83.0 75.0 83.0
Tilde (Blockeel andle Raedt, 1998) 81.3 75.0 75.0 85.0
RDBC (Kirsten and Wrobel, 1998; 2000) - 83.0 84.0 82.0
Relaggs (Krogel and Wrobel, 2001) 99.9 86.7 87.8 86.7
Significant improvements in predictive accuracy CONCLUSION

for the J48 classifier are recorded for both GS8 an

GMGI methods over the rest of the methods but not This study introduced the concept of data
each other. There is no significant improvement insummarization that adopts the TF-IDF weighted
predictive accuracy when using the GSS method oveffequency matrix concept borrowed from the
the GMGI method and vice-versa. Finally, Table 6information retrieval theory (Salton and Michae982)
also shows the comparison between the resultgy summarize data stored in relational databasts avi
obtained in these experiments and the other prel§iou nigh number of one-to-many relationships among
published results on Mutagenesis and Financiabnities, through the use of a clustering technique
datasets, such as Progol (Srinivaseh al., 1996), cjstering algorithms can be used to generate

I'glgg (Bllggl;egl aE.d ?e Raegt, Vlvggf,)}FoliggF;“gldbo summaries based on the information contained in the
), (Kirsten an robe’, ’ ) datasets that are stored in a multi-relational

RElaggs (Krogel and Wrobel, 2001). The algorlthrnenvironment. This study outlined the data

with the GDBI setting is chosen to compare thetransformation rocess performed by the Dynamic
accuracy estimations with other published results P P y y

since the class information is not utilized in thisAggrggaﬂon of Relational — Attributes . (DARA)
setting. In Table 6, the algorithm GDBI producesalgonthm that transforms the representation ofadat

better results compared to the other approaches diiored in refational databases into a vector sfamoeat
relational data mining. However, the algorithm with data representation that is suitable in clustering
the K-DARA setting produces no improvement in the©Perations. By clustering these multi-association
classification task compared to the other published@ccurrences of an individual record in the multi-
results, simply because the centers of the cluster€lational database, the characteristics of recstaied
chosen are not the best centers that can distinglis in non-target tables are summarized by putting them
the clusters from each other. In other words, thdnto groups that share similar characteristics.
DARA algorithm can use the cluster seeds to improve In this study, a method for semi-supervised
the k-means clustering in order to summarize detaselearning that combines supervised and unsupervised
in a multi-relational environment. In short, sonfetee  learning techniques has also been introduced tehget
findings that can be concluded from these experisnen optimum number of clusters to cluster these records
are outlined as follows: The basic idea is to treat a series of recordgcésed
with a single record in the target table, as a bag
 Data summarization for multiple tables with a highpatterns and take an unsupervised clustering method
number of one-to-many relationship is feasible inand simultaneously optimize the misclassificatiome
order to get higher accuracy estimations of the resulting clusters. Experimental resultsvshioat
* Using automatic seeds for clustering has improvedising the reciprocal of DBI for cluster dispersiand
the accuracy estimations for the DARA algorithm the reciprocal of Gl for cluster purity as the éfs
* Adjusting the weights of cluster dispersion andfunction in the GA algorithm finds solutions withuch
purity has influenced the accuracy estimations, ingreater accuracy. The results obtained in this ystud
which using the DARA transformation process show that automatic clustering (seeding), by oping
with the GSS or GMGI settings for clustering the cluster dispersion or cluster purity alone gsBA,
produced a better result provides one with good results compared to the
e Without considering the class information, the traditional k clustering. However, the best resalh be
DARA algorithm with the GDBI setting produced achieved by optimizing the combination values othbo
higher accuracy estimation results compared to théhe cluster dispersion and the cluster purity, bitipg
other relational data mining approaches more weight on the cluster purity measurement
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(GMGI). The basic idea of this experiment is toKirsten, M. and S. Wrobel, 1998. Relational dis&nc

incorporate  classification information into an based clustering. Proceeding of the 8th
unsupervised algorithm to aggregate records withimu International Conference on Inductive Logic
association in  multi-relational  datasets. The Programming, July 22-24, Springer-Verlag,
experiments show that data summarization improves London, UK., pp: 261-270.
the performance accuracy of the prediction taslkes€h http://portal.acm.org/citation.cfm?id=742767
results also support the issue stated by Blockaedl a Kirsten, M. and S. Wrobel, 2000. Extending K-means
Sebag (2003), in their discussion about the conoépt clustering to first-order representations. Procegdi
individual-centered representation (Lachiche aratlf| of the 10th International Conference on Inductive
2000), where the wuse of individual-centered Logic Programming, July 24-27, Springer-Verlag,
representations has a positive effect on the thieate London, UK., pp: 112-129.
learnability of concepts. By clustering these resor http://portal.acm.org/citation.cfm?id=648000.742935

based on the multi-instances that are related émth Krogel, M.A. and S. Wrobel, 2001. Transformation-
the records can be summarized by putting them into based learning using multirelational aggregation.

groups that share similar characteristics. Lecturere Notes Comput. Sci., 2157: 142-155.
DOI: 10.1007/3-540-44797-0
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