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Abstract: Problem statement: Conventional Proportional-Integral-Derivative (BIzontrollers
exhibit moderately good performance once the Plihggare properly tuned. However, when the
dynamic characteristics of the system are time wéget or the operating conditions of the system
vary, it is necessary to retune the gains to oldasired performance. This situation has renewed th
interest of researchers and practitioners in PlBtrob Self-tuning of PID controllers has emergsdaa
new and active area of research with the adventeasg availability of algorithms and computers.
This study discusses self-tuning (auto-tuning) atgm for control of autonomous underwater
vehicles.Approach: Self-tuning mechanism will avoid time consuming mantuning of controllers
and promises better results by providing optimd) Bbntroller settings as the system dynamics or
operating points change. Most of the self-tuninghwods available in the literature were based on
frequency response characteristics and search dethothis study, we proposed a method based on
Taguchi’'s robust design method for self-tuning nfaaitonomous underwater vehicle controller. The
algorithm, based on this method, tuned the comtrajhins optimally and robustly in real time with
less computation effort by using desired and acitete variables. It can be used for the Singledinp
Single-Output (SISO) systems as well as Multi-Inpdulti-Output (MIMO) systems  without
mathematical models of plantResults: A simulation study of the AUV control on the harizal
plane (yaw plane control) was used to demonstradevalidate the performance and effectiveness of
the proposed scheme. Simulation results of the gueg self-tuning scheme are compared with the
conventional PID controllers which are tuned bygfae-Nichols (ZN) and Taguchi’s tuning methods.
These results showed that the Integral Square BB8&) is significantly reduced from the conventibn
controllers. The robustness of this proposed seliiig method was verified and results are presented
through numerical simulations using an experimentatierwater vehicle model under different
working conditions.Conclusion/RecommendationsBy using this scheme, the PID controller gains
are optimally adjusted automatically online witlspect to the system dynamics or operating condition
changes. This technique found to be more effedtia® conventional tuning methods and it is even
very convenient when mathematical models of plangsnot available. Computer simulations showed
that the proposed method has very good trackinfppeance and robustness even in the presence of
disturbances. The simple structure, robustnesgase of computation of the proposed method make it
very attractive for real time implementation fontwlling of underwater vehicle and it offers a nha

to extend the same technique to the three dimeailsiehicle tracking control as well.

Key words:Autonomous underwater vehicle, Taguchi’'s methodopprtional-integral-derivative
control, self-tuning, planar control

INTRODUCTION the key to mission success. Though the dynamics of
underwater vehicle system is highly coupled and-non
Modern developments in the field of control, linear in nature, decoupled linear control system
sensing and communication have made increasinglgtrategy is widely used for practical applications
complex and dedicated underwater vehicle systems autonomous underwater vehicle needs intelligent
reality. Used in a highly hazardous and unknowncontrol system, it is necessary to develop control
environment, the autonomy and control of the vehisl system that really takes into account the coupledl a
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non-linear characteristics of the system. In addjti the frequency domain. However, frequency response
most of the AUVs are underactuated, i.e., they havenethods are difficult to implement in the MIMO
fewer actuated inputs than the Degrees Of Freedomystems. Ferrell and Reddivari (1995), believed tha
(DOF), imposing non-integrable  acceleration PID controllers are poorly tuned because of traddi
constraints. A summary of the recent developmants imethods of controller design and the tuning to exshi
this area can be found in (Fossen, 1994; Yuh, 2000minimum variance requires the engineer to create a
Dynamics and control of AUV in a constrained closed-form mathematical model of the system and
environment poses great challenges to designeis, Thcontroller dynamics. Tuning of controllers using
coupled with the uncertainty of hydrodynamic Taguchi method was proposed by them to improve the
parameters, make the controller design an extremelgontroller performance. Though this was found to be
tough task. Design, modeling and simulation of thevery convenient, the controller gains were not ropti
vehicle are important key issues in controlling theand noise factors were not considered. Santhakumar
vehicle and some of the recent works are summarizednd Asokan (2009) have attempted tracking contfol o
in the literature (Fossen, 1994). The control tégpies  underwater vehicle using PID control. A preliminary
proposed in literature can be broadly classified two  effort was made by introducing a robust design weth
major categories: adaptive control and robust obntr in the field of underwater vehicle control and #féect
(Yuh, 2000; Antonelli, 2007). In adaptive contrblet of noises was considered. This study mainly focused
controller parameters are automatically varied todepth control of a torpedo shaped underwater vehicl
maintain a satisfactory level of performance whiem t and it also compared other possible tuning methods.
system parameters are unknown and/or time varying. Self-tuning of PID controllers has emerged as a
Robust control refers to the control of uncertaiangs  new and active area of research and developmeht wit
with unknown disturbance signals, uncertain dynamicthe advent and easy availability of algorithms and
and imprecisely known parameters making use ofomputers and is receiving more and more attention
special fixed controllers. Among these, adaptivetad  (Astrom and Hagglund, 1988; Boba al., 1999;
is considered to be better for plant uncertainty.Gawthrop, 1986; Yu, 2006; Liu, 2007; Huang and
However, it is computationally intensive for higher Lin, 2007). Self-tuning mechanism will avoid then&-
order systems and requires exact knowledge of theonsuming manual tuning and promises better results
dynamic parameters, apart from the computation oby providing optimal PID controller settings
inverse Jacobian matrix. The robust control schemautomatically as the system dynamics or operating
provides a satisfactory performance with a simplepoints change. Most of the self-tuning methods are
control structure, but comes with undesired highbased on frequency response characteristics amchsea
control activity at steady state. On the otHend, methods. In this study, it is proposed to use Thisic
the commonly used PID control (Perrier androbust design method based self-tuning schemerfor a
Canudas-de-Wit, 1996; Santhakumar and Asokarautonomous underwater vehicle.
2009) does not require any information of the plant  The remaining part of the study is organizedha
dynamics and has a simple standard structureollowing manner: A brief discussion on the modglin
Moreover, owing to modeling uncertainties a moreof AUV is presented followed by the controller dgsi
sophisticated control scheme is not necessarilyemordetails. A discussion on the proposed self-tuning
efficient than a well-tuned PID controller. Alondsi scheme is presented in materials and methods.eln th
the advantages, however, the problem of tuning PlIDesults and discussion, simulation results andswiass
controllers has remained an active research area. of the proposed controller are presented for an
Tuning is the adjustment of the feedback controlle experimental AUV and a comparison of the resulth wi
parameters to obtain a specified closed-loop resmon that of a conventional PID controller is also powad.
In conventional PID controllers, once well-tuneddPI Finally, concluding remarks of the proposed method
gains are obtained, these controllers usually éxhiband it's the scope of future study are presented.
good performance. However, when the dynamic
characteristics of the system are time dependettieor Modeling of AUV kinematics and dynamics:In this
operation conditions of the system vary, it is sseey  study, we have considered an experimental autonemou
that the PID gains must be tuned again. Castrétcai. underwater vehicle as a test platform for our
(2006) have reviewed twenty-four different tuning experiments and analysis. This is a torpedo-shaped
methods and has concluded that most of the coatsoll under actuated AUV, without any side thruster
are tuned using frequency responses due to theontrol the sway direction (this is not implemented
advantages in expressing the modeling errors diirect  because of economical and weight consideratiofig) -

863



J. Computer i, 6 (8): 862-871, 2010

e e i The dynamic model of the vehicle on the
i horizontal plane is as given by (3):

9 (pitch)™
v (sway) W

< Jl P ivaw)
% (surge) z (heave)
e

M v+CE)v+D(v)v=1 3)

where, M-inertia matrix, Gf)-Coriolis and Centripetal
matrix, D@)-Damping matrix andr-input vector, the
components of which are as follows:

Pitch axis/ Mgand §

e m, O 0
Swayaxis \, o =
Y.vand v M 0 m22 m23 '
W= Bedy frame (moving) 0 m;, Mg

my, = m=X;,My,=m-Y,,m,= mx,— Y,

| ™ Yaw axis

S;:‘ge . s N rand I My =1, =N, my=mx,— N,
xuand i ’ 0 0 ¢
Cv) =| O 0 ¢,
Fig. 1: Body-fixed frame and earth-fixed reference —C, —Cy O
frame for AUV
Ci3 = ~MyV— (M +2m32)l' 1Co= My;U
There are only two stern propellers which are affpr p(v) =L(v) + NL(v)|v|
control inputs as the force in the surge directiod the L o o
control torque in yaw direction in the horizontaame L) =~ 61 L
(by differential mode operation of propellers). The N
following assumptions are made in developing the 0 1 s
mathematical model for the AUV. Ly =Xl =Y 1 5=Y ol 57N ) =N
Vehicle has an xz-plane of symmetry; surge is n, 0 O
decoupled from sway and yaw; heave, pitch and roliNL(v)=-| 0 nl,, nl,]|,
modes and these axes terms are neglected. 0 nl, nl,
Under these realistic assumptions, the motion of I =X
the vehicle in the yaw plane is described by the =
following ordinary differential equations (Fossd®94; Nly, =Yy Nl = Yy 4)
Santhakumar and Asokan, 2010). Nly, =Ny, nly; =N,y

The kinematics of the vehicle on the horizontal . T
plane is as given by (1): v=[r, 0 t] r=Bnandn=( YV V)
(x, y) are the surge and sway displacemetitss
the yaw angle in the earth fixed frame, u, v adémote
. surge, sway and yaw velocities; {gnny,, My, Mgy,
Where:
T . ) Mgz, |11, Nha, |2, Nho, las, N, 32 Nlsy, 33 Nleg) > 0
n =[x y @] = The displacement vector with respectgenote the hydrodynamic damping and vehicle inertia
to inertial frame including added mass, the contralg and T, are the
v=[u v r]" = The velocity vector with respect to Surge force and yaw moment, ahd \f, are the thruster
input voltages of starboard side thruster and mlats

body fixed frame _ . thruster respectively. B is the input matrix.
JWw) = The transformation matrix (Jacobian) X, Y,Y.N,andN are the linear hydrodynamic

and is given as: damping forces and moments on the corresponding

n=JW)v @)

_ axes. Xy, Yy YN, and N, Are the non-linear
3 C(_)Sp sinp hydrodynamic damping forces and moments on the
JW) =} sinp - cogp @) corresponding axesX,,Y,, Y, N,and N are the added
0 0 1

mass effects.
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Fig. 2: Proposed yaw plane PID controller structore
an autonomous underwater vehicle

Controller design: The design of sway (yaw plane)
controller for the AUV to track a given referenceay
trajectory is explained below. The proportional-
integral-derivative control law used here is given

(5):

_ prye+KiyJ.yéjt +K d)ye

= (5)
W +K Wt +K U

where, K, K; and Ky are the proportional, integral and

derivative gains of the controller respectively ahé

subscript e denotes the error. The PID control reehis

schematically depicted in Fig. 2. Detailed desaipt

and stability analysis of PID controller for an

underactuated AUV are given in (Santhakumar and

Asokan, 2010).

There are six controller gains in the yaw plane
controller. These controller gains are to be tuied
such a way that the controller is optimal in nature

MATERIALS AND METHODS

Self-tuning of PID controller using Taguchi's
method: The proposed controller scheme for the AUV
is shown in Fig. 3. The trajectory controller gexies

User Actual values

|

Trajectory
planner

1
AUV

"Vehicle response
D — —

Controller gains
Ta§“°h? E Actual values
self-tuning

mechanism

1f Tracking error
—

Desired values

Fig. 3: Block diagram of proposed self tuning cohér
structure

Taguchi’'s robust tuning method: The Taguchi's
robust parameter design is used to determine tradsle

of factors and to minimize the sensitivity to noi$hat

is, a parameter setting should be determined i¢h t
intention that the product response has minimum
variation while its mean is close to the desiredjea
Taguchi’'s method is based on statistical and deitgit
analysis for determining the optimal setting of
parameters to achieve robust performance (Byrne and
Taguchi, 1986). In setting up a framework for rabus
design, the classifications of the quantities at/ph the
design task are given below:

e Design Variables (DV) are those quantities to be
decided by the designer with the purpose of
meeting performance specifications under given
conditions

Design-Environment Parameters (DEP) is those
quantities over which the designer has no control
and that define the conditions of the environment
under which the designed object will operate
Performance Functions (PF) are quantities used to
represent the performance of the design in terms of
design  variables and  design-environment
parameters

The responses at each setting of parameters are

the desired trajectory from the user inputs. Uspuis  treated as a measure that would be indicative 6f no
consist of start point, goal point, way points aethicle  only the mean of some quality characteristic, Hgb a
speed or time duration. These desired values arge variance of the same characteristic. The medn a
compared with the actual values which are comiogifr  the variance are combined into a single performance
the AUV dynamic model (sensor values in the realmeasure known as the Signal-to-Noise (S/N) ratio
time). Comparator is giving tracking errors andsthe (Byrne and Taguchi, 1986; Park, 1996). Taguchi
error values are fed into the PID controller andclassifies robust parameter design problems into
controller is generating necessary control sigresper  different categories depending on the goal of the
the control law. The self-tuning block calculatd® t problem and for each category as follows:

optimal values of the controller gains to reduce th

tracking errors. The real-time calculations of gaare Smaller the better: The target value of y, that is,
achieved by implementing the Taguchi's robustquality variable is zero. In this situation, S/N tRRa
optimization method. The variations in the input(SNR) is defined as follows:

commands as well as the tracking error are used in

arriving at the optimal gains. The methodology used SNR=—1OIog{lzn: f)
developing this self-tuning controller is explairteelow. niz

865

(6)



J. Computer i, 6 (8): 862-871, 2010

Larger the better: The target value of y, that is, quality Table 1: Design Of Experiments (DOE) for yaw plasentrol (Ls
variable is infinite and S/N ratio is defined afidws: [5°D

ISE SNR

101 pr Kdy Kiy Kp“‘ Kaw Kiw (mz) (dB)
- i1 5 0.2 5 02 01 1 135959 17.33
SNR= 10|°5[ .le inJ ) 5 0.4 10 06 04 5 10.86  59.28
5 0.6 15 0.8 05 2 531  65.50
_ _ o 5 0.8 20 1.0 02 3 479  66.39
Nominal the best: The certain target value (s) is given 5 1.0 25 04 03 4 14485  36.78
for y value. In this situation S/N ratio is defineg 10 02 10 04 02 2 443 66.96
follows: 0 0.4 15 1.0 01 4 124435 18.10
: 10 0.6 25 0.2 04 3 459  66.76
10 0.8 5 08 03 5 12.40  58.13
ny2 10 1.0 20 06 05 1 391  68.16
SNR=-10log ) - (8) 15 0.2 15 0.6 03 3 372 6859
i1 S 15 0.4 25 08 02 1 294  70.63
15 0.6 20 04 01 5 125533 18.02
: cein i 15 0.8 10 02 05 4 7.33 6270
In this study, smgller the bett_er c.haracterlsm.:} 10 5 1.0 04 2 612 6426
used due to the requirement to minimize the pasitio 29 0.2 20 08 04 4 4.73 66.50
tracking error. Taguchi’'s method uses an Orthogonato 0.4 5 04 05 3 6.88 63.25
Array (OA) and analysis of mean to study the effeut 58 g-g ;g é-g 8-? % 2233%59 73%-%32
parameters based on statistical analysis of expetsn 10 5 02 02 5 205968 13.72
An OA is a fractional factorial matrix which asssra o5 0.2 25 1.0 05 5 4.80 66.38
balanced comparison of levels of any factor or25 0.4 20 02 03 2 552556 5.15
interaction of factors. It is a matrix of numbersamged 2> 06 5 06 02 4 255218  11.86
in rows and columns where each row represents th 0.8 15 04 04 1 3.02 7040
P 1.0 10 08 01 3 269.98  31.37

level of the factors in each run and each column
represents a specmc factor that can be Changﬂm fr Table 2: Sum of SNR for different factors and level

each run. The array is cglled orthogonal becauke al Sum of SNR in dB

columns can be evaluated independently of one anoth

(Park, 1996). Gains L1 L2 L3 L4 L5 Total
The design of yaw plane controller parameters iééw ggg-g 312'411 gg‘z‘g ggg-g %Eig gggg
. : ; . : d . : : . . .

ca_rned out using this technique. There are sixrodler ) 214.8 290.4 236.3 2242 2736 12393

gains (sway is an unactuated state, therefore amdy i, 165.7 2554 2409 2921 2852 12393

yaw are combined in order to get sway motion) avel f K 117.9 229.6 238.7 3272 3259 1239.3

levels of each gain are considered for the analysiKiy 296.6 234.9 296.4 1959 2155 1239.3

therefore an orthogonal array o§sl[5°] is chosen for

the analysis (Park, 1996). The physical valueshef t (80 dB is added to avoid negative values for SNR, t
controller parameters are chosen by consideringnake comparisons easy).

experimental vehicle actuator and sensor system For identifying the optimal parameter combination,
characteristics such as time delay, saturationt land  sum of the SNR of each factor and their each level
dead zone and its physical values are given in thgalues are calculated as shown in Table 2. For plam
Table 1. With the help of these physical valuesthe sum of the S/N ratio for level 1 of the factqy,
simulation experiments are conducted as pgr[§°] (i.e., Ky = 0.2) is calculated with the help of SNR
OA. Objective of this analysis is to improve the values presented in Table 1 as follows:

controller performance by minimizing the error.this

analysis, measure of system performance is inahm f Sum of the SNR for Level 1 of

of Integral Square Error  (ISE) (by integratingeth = (17.33+66.96+68.59+66.50+66.38) dB = 285.7618)
square of the error over a fixed interval of tinas)d

from the simulations ISE is calculated and recorded Table 2 (Sum of SNR values) gives the optimum
given in the Table 1. For example, the SNR forlevel of each parameter (gain). That is, the levieich
experiment 1 is calculated based on (6) (using lemal contains maximum value of sum of the SNR is the

the better characteristics) and as given by (9): optimum level. From Table 2, it is found that the
optimum levels (near optimal) of controller paraemnst
SNR for experiment 1 = 10 log (1359.59 Koy Kays Kiy, Kpw, Kgw and Ky are 3, 4, 2, 4, 4 and 1
+80 = 17.33dB (9) respectively. The corresponding physical values of
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these particular levels are 15, 0.8, 10, 0.8, 0d & The proposed self-tuning mechanism is developed
respectively. For further fine tuning of the cofiep  using Taguchi's method to address this issue. This
parameters, the same procedure can be repeattis In developed by considering five different commanduinp
study, discussion is limited only to illustrate ttebust ~ Scenarios (unit step, negative step, multiple stemp
method for controller parameter adjustment. Howeve”nd simple sine) and finding out the optimal coliero
the interaction effect between controller paransetes ~ Parameters for each of these scenarios using Taguch

such is an important topic which is kept open fdufe method, as described earlier. Using linear regoessi
research. analysis and curve fitting, the relationship betwee

The optimal controller parameters are incorporate(fomroner parameters @ Kay, Kiy, Kpy, Koy and Ky)

. ! . and the sway error {yis developed from the above
in the controller and simulated the vehicle cloksap alues of optimal parameters. A regression model is

behaviour in order to demonstrate the p_rOpose%eveIoped for each parameter using a confidenad lev
technique. The closed loop response for this tunedt 9905 and with the help of residuals and variances
controller is presented in Fig. 4, which confirni@tt For example, the optimal values of controller
Taguchi method tuned controller is giving good proportional gain k&, are 15.00, 15.03, 14.998, 14.958
transient and steady state results with less owetsh and 15.001 for the corresponding input conditions.
faster response and less steady state error. Applying linear regression analysis to the aboviees,

In order to check the performance of the contrplle the model is derived as given in (11). The relatiop
vehicle performance has been investigated unddpetween sway error and proportional gain is also

various operating conditions such as 2 m step jnpufPt@ined and is presented in Fig. 6:

multiple step, ramp and §i_ne inputs. Clqsed loorkpy(RZ:O.Q%):15.006-1.753><12Qe (11)
responses of these conditions are obtained from
simulations and presented in Fig. 5. 25 ~ 4 P

From Fig. 5a, it is found that there is an oveatho
of approximately 20% for the 2 m step input. Simila
trend is seen in the case of multiple-step inpsb.al y
Compared to the unit step input response, theirsgttl I B ‘% @ w0 s % 1o

Sway, y (m)
Sway, y (m)

time has also changed with the change in inpu e el IRl
command. In the case of time varying inputs such as @) (b)
ramp and sine inputs, the responses (Fig. 5¢ and o s "

show that the initial tracking errors are high. 3&e
variations are mainly due to the fixed values of th :
controller gains for various input scenarios. The” ,

way, ¥ (m)
s o o
\

Sway, y (m)

contr_o_ller has to adapt the ch_anges in the working o —" e e
conditions and/or system dynamics. Tirte; t(sec) Time, t (sec)
(© (d)

Fig. 5: Closed loop response of Taguchi's method
tuned PID Controller for different inputs

15.04 . ®  Active

Sway, y (m)

0 g . S Model
50 55 60 65 70 75 80 775 s 60 65 70 75 80 S 1502} Conf.interval (Mean 99%)
Time, t (sec) Time, t (sec) ‘; Conf.interval (_Maa_n 95%)
g
(a) (b) o 15 bl . .

g

z
7
=" H 2 149 |
Z 5 )
E] \ z 9
= \ = =
T T E g 1494f
s = H
0 55 6 65 70 75 80 50 55 6 65 70 75 80
s 1492 L. L . " e L
Time, t (sec) Time, t (sec) -1 <05 0 0.5 1 1.5 2 2.5
(C) (d) Sway error, ye. (m)

Fig. 4: Closed loop response of Taguchi's methodrigy 6: Relationship between sway error to the
tuned PID Controller proportional control gain (regression analysis)
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where, R is the coefficient of determination (goodness
of fit) and it provides a measure of how well fidur regression model for all other parameters. The- self
outcomes are likely to be predicted by the model. | tuning mechanism consists of all the controller
other words, R<100% gives the percentage of parameter models as given by (12). As seen from thi
corroboration andgjis the sway position tracking error. equation, the controller tuning is directly relatedthe

Thrusters

Control
(stern) planes

Batteries

Actuation
system

Accelerometer

Tilt Sensor

Fig. 7: Hardware-in-loop simulation setup with Jebi
autonomous underwater vehicle

Table 3: Rigid body and hydrodynamic parameterthef JUBILEE

AUV

Parameter Symbol Value Unit
Mass m 39.00 kg
Rotational Inertia I, 3.70 kg n
Added mass in surge X -1.17 kg
Added mass in sway Y, -34.84 kg

Y, 1.04 kg m rad
Added (mass) inertia in yauN -1.04 kgm

N; -2.66 kg Mrad™
Surge linear drag X, -2.12 kg se¢
Surge quadratic drag XUM -7.41 kg m*
Sway linear drag Y, -62.45 kg sed

Y, 0.12 kg m set
Sway quadratic drag YvM -112.21 kg it

Yo 0.25 kg m rad
Yaw linear drag N, 1.20 kg m seg

N, -31.25 kg msec!
Quadratic yaw drag NvM 2.24 kg

N -59.75 kg rérad?

868

Similar procedure was adopted to get the

tracking error and the parameters are selectechen t
basis of the self-tuning law. Since the changes in
system parameters or operating conditions are ttirec
reflected in the closed loop tracking errors, coligr
can automatically adapt to any variations in these
parameters by suitably adjusting the controller
parameters:

K,,(R*=0.996)= 15.006-1.758 10 .y
K, (R?=0.930)= 1.002 3.284 10 .y
K,(R*=0.965)= 9.577-3.448 10 .y
K yan(R? =1.000)= 0.564 0.189y
Kga(R? =0.923)= 0.404 0.173y
K,.,(R*=0.970)= 1.378-3.968 @° y,

(12)

iyaw (

Experimental platform: For this study, Jubilee, a test
bed AUV being developed at IITM, is selected as an
experimental set-up. Figure 7 shows the first gyme

of this AUV and the parameters used for the nuraéric
simulations are given in Table 3.

RESULTS

In order to demonstrate and validate the
performance and effectiveness of the proposed sshem
typical simulation results are presented. Simutatio
results for two input conditions such as 2 and Step
input, with and without self-tuning are preseniad
Fig. 8. The variations of controller parametersirmtyr
self-tuning are shown in Fig. 9.

Reference signal
=w==s==== PID tuned for 2m reference |
{ { === PID tuned for 5m reference
6 | — Self-tuning PID

Sway,y (m)

70 80

Time. t (sec)

Fig. 8: Comparison of different step responses waitt
without self-tuning scheme
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wn

dy» (Units)

2
Sway, v (m)
(F)

08 i

K jyaner (UML)

0.6

04

50 60 70 80 90 100 50 60 70 80 90 100 9

Time, 1 (sec) For 2 m reference Time, t (sec)
"""" For 5 m reference

Fig. 9: Time history of gain values (self-tuned)r fo o U Reforence signal i
different |npUtS --------- Conventional PID (ZN method) ;
3| == Conventional PID (TM method) i ;
Reference signal Self-uning PID | } ;
14 Conventional PID (ZN method) | — 5 X
- Conventional PID (TM method) | = = e
12 Self-tuning PID 50 100 150 200

Time. t (sec)

Fig. 11: Comparison of system responses with réspec
to multiple step reference input in the presence
of disturbance

Sway,y (m)

| Reference signal
3 | === Conventional PID (ZN method) ||

02 & . + . . 4 g, [ Conventional PID (TM method)
0 20 40 60 80 100 4 o Self-tuning PID

Time, t (sec) Sl

Fig. 10: Comparison of system responses with réspec 21
to non-zero initial condition

Sway, ¥ (Im)

The controller robustness is demonstrated by 0
analyzing the performance of the self-tuned coldrol a1}
under four different operating conditions i.e., tustep =

input with non-zero initial error, multiple stepsithv
random disturbances, multiple steps with parameter -2 |

uncertainties and time varying input (sine) withdam Al i . . ; J
disturbances. The well known conventional Ziegled a * ® L. ¥ 10
Nichols (1993) method tuned PID is used for the Tame,tiec)

comparison aspects.
One important issue in the underwater vehicleFig. 12: Comparison of system responses with réspec
control is the initial error in position and oriatibn of to sine reference input
the vehicle when the controller is switched on.c8in
most of the underwater vehicles are launched frioen t
mother ship, there can be considerable amountrof er
in the position and orientation at the initial stag
Any new controller needs to be analyzed for its
ability to react to large initial errors. The praea self-
tuning PID controller is subjected to a simulateitial
error test to analyze its performance.

Closed loop responses for multiple step input in &
disturbed condition: The closed loop responses of PID
controllers (with and without self-tuning) for miple
step input in the presence of disturbances areepted
in Fig. 11. Here, the effect of underwater currand
other disturbing effects are assumed to be random
values in the input side, with the magnitude of Zud
Closed loop responses for non-zero initial error: * 5 Nm in the force and moment respectively.
Here, an initial error of 0.1 m in sway (y) positics ~ Simulation results for disturbance rejection in tese
assumed and the closed loop performance comparisdH varying input (sine input) in the presence afdam
of controllers is presented in Fig. 10. disturbances are presented in Fig. 12.
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Table 4: Comparison of Integral Square Error (18&)es for different controllers

Integral Square Error (ISE) inm

Conventional PID tuned by

Input type Ziegler-Nichols method Taguchi’ method Self-tunipip
Unit step input with non-zero initial error 493 63. 3.50
Multiple step input with disturbances 184.37 167.16 154.52
Multiple step input with parameter uncertainties 3351 307.92 292.27
Time varying input (sine) with disturbances 11.83 347 3.75
15 The ability of the controller to effectively

overcome the initial error is demonstrated in thsutts
16 presented in Fig. 10. The initial errors are found
gt = converge to its desired state of zero over a gtemnibd
i of time in the self-tuning scheme.

It is observed from Fig. 11 that the proposed
controller has a good tracking performance in the
presence of underwater current and other distudsnc

10

Sway, ¥ (m)

5 Reference signal ' Compared to other conventional controller responses
i ========= Conventional PID (ZN method) . . . e
______ B S the overshoo; and rise time have S|gn|f|can.tlly ¢z 0) 0]
. Self-uning PID Results provided in Fig. 12 show the ability of the

controller to adapt well to varying inputs.

The effectiveness of the proposed controller in
adapting to the parameter variations is demongtrate
in Fig. 13. The results show that the scheme igsop
. ) . , to many other control schemes. The comparisonteesul
Fig. 13: Comparison of system responses with respec : .

. ; presented in Table 4 shows that the performance (in
to multiple step reference input under . !
arameter uncertainties terms of ISE) of self-tuning controller is much teet
P than the conventional controllers. The results gmesd
above confirms the fact that the self-tuning PlBesoe
performs well in terms of smooth transient resppnse
quick convergence of tracking errors to zero,
éobustness, disturbance rejection and adapting to
parameter variations.

Titne, t (sec)

Closed loop responses for multiple step input with

parameter uncertainties: The closed loop responses of
PID controllers (with and without self-tuning) for
multiple step input under parameter certainties ar
presented in Fig. 13. Here, the vehicle paramete
variations are assumed to be 50% of the actuaksalu

for all the parameters. CONCLUSION
A comparison of performance measure of self-
tuning PID controller with respect to other conead is In this study, a new self-tuning PID control scleem
provided in Table 4. for AUV control using Taguchi’'s method is presented
By using this scheme, the PID controller gains are
DISCUSSION optimally and robustly adjusted online with respert

the system dynamics and operating condition changes
It can be seen from the results presented in&ig. This technique is found to be more effective than
that the PID controller tuned for 2 m step is perfimg  conventional tuning methods and it is even very
well for 2 m step, but shows deterioration in convenient when mathematical models of plants ate n
performance for 5 m step, with a large overshoat anavailable. This method can be easily extended thi-mu
settling time. Similar trend is seen for 5 m stigpa input and multi-output systems from basic singlesin
On the other hand, self-tuning PID is performingand single-output systems. Computer simulations
well in both the step input conditions (Fig. 8).idfis  showed very good tracking performance and robustnes
achieved through the retuning of the controllerof the proposed method even in the presence of
parameters, as shown in Fig. 9. This confirms that disturbances. The simple structure, robustnesseasd
proposed control scheme is adapting well to thedf computation of the proposed method make it very
variations in operating state. attractive for real time implementation for conlirad
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of underwater vehicle and it offers a chance tereat Huang, H.P. and C.H. Lin, 2007. A stable on-lin#-se
the same technique to the three dimensional vehicle tuning optimal PID controller for a class of

tracking control as well. unknown systems. Asian J. Control, 9: 151-162.
DOI: 10.1111/j.1934-6093.2007.tb00318.x
REFERENCES Liu, Z., 2007. Self-tuning control of electrical ofdnes

using gradient descent optimization. Optim.
Antonelli, G., 2007. On the use of adaptive/intégra Control Appli. Methods, 28: 77-93. DOI:
actions for six-degrees-of-freedom control of 10.1002/0ca.789
autonomous underwater vehicles. IEEE J. OcearPark, S.H., 1996. Robust Design Analysis for Qualit
Eng., 32: 300-312. DOI: Engineering. 1st Edn., Chapman and Hall, London,
10.1109/JOE.2007.893685 ISBN: 0-412-55620-0, pp: 344.
Astrom, K.J. and T. Hagglund, 1988. Automatic Tgnin Perrier, M. and C. Canudas-de-Wit, 1996. Experialent
of PID Controllers. 1st Edn., Instrumentation comparison of PID Vs PID plus nonlinear

Systems, Research Triangle Park, ISBN: 13: controller for subsea robots. Autonom.
9781556175169, pp: 141. Robots, 3: 195-212. DOI: 10.1007/BF00141155
Bobal, V., J. Bohm and R. Prokop, 1999. PracticalSanthakumar, M. and T. Asokan, 2009. Application of

aspects of self-tuning controllers. Int. J. Adapt. robust design techniques for underwater vehicle

Control Signal Proc., 13: 671-690. DOI: control. Proceeding of the Eighth ISOPE Ocean

10.1002/(SICI)1099-1115(199912)13:8 Mining Symposium, Sept. 20-24, ISOPE Publisher,
Byrne, D.M. and S. Taguchi, 1986. The Taguchi Chennai, India, pp: 6.

approach to parameter design. Proceeding of the http://www.isope.org/publications/proceedings/IS
40th Quality Congress, May 1986, Anaheim, CA., PE_OMS/OMS%202009/toc.htm

pp: 168-177. Santhakumar, M. and T. Asokan, 2010. Planar trackin

http://www.asq.org/gic/display-item/index.pl?itentZ® control of an underactuated autonomous
Castrillon, F., M. Osorio and R. Vasquez, 2006. underwater vehicle. Int. J. Mech. Ind. Aerospace

Comparison between different methods for tuning Eng., 4: 32-37.

PID controllers. Proceeding of the International http://www.waset.org/journals/ijmiae/v4/v4-1-
Conference on Dynamics, Instrumentation and 5 .pdf

Control, Aug. 13-16, World scientific Publishers Yu, C.C., 2006. Autotuning of PID Controllers. 2nd

(NJ, USA), Mexico, pp: 11. Edn., Springer-Verlag, London, ISBN: 10:

http://eproceedings.worldscinet.com/97898127700 3540762507, pp: 241.

97/9789812770097.shtml . _ Yuh, J., 2000. Design and control of autonomous
Ferrell, W.G. and V.R. Reddivari, 1995. Higher dfyal underwater robots: A survey. Autonom. Robots,

products with better tuned controllers. Comput. 8: 7-24. DOI: 10.1023/A:1008984701078
Ind. Eng., 29: 321-325. DOI: 10.1016/0360- Ziegler, J.G. and N.B. Nichols, 1993. Optimum sejsi
8352(95)00092-F for automatic controllers. J. Dyn. Sys., Measure.,
Fossen, T.l.,, 1994. Guidance and Control of Ocean Control, 115; 220-222. DOI:10.1115/1.2899060
Vehicles. 1st Edn., Wiley, Chichester, UK,
ISBN: 0-471-94113-1, pp: 494.
Gawthrop, P.J., 1986. Self-tuning PID controllers:
Algorithms and implementation. IEEE Trans.
Autom. Control, 31: 201-209.
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arn
umber=1104241&isnumber=24240

871



