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Abstract: Problem statement: Online forums hotspot prediction is one of thendigant research areas
in web mining, which can help people make propeisiten in daily life. Online forums, news reports
and blogs, are containing large volume of publimigm information. Rapid growth of network arouses
much attention on public opinion, it is importaatanalyse the public opinion in time and understand
the trends of their opinion correctlfipproach: The sentiment analysis and text mining are importa
key elements for forecasting the hotspots in orfianems. Most of the traditional text mining work o
static data sets, while the online hotspot forecastrks on the web information dynamically and time
The earlier work on text information processingues in the factual domain rather than opinion
domain. Due to the semi structured or unstructahedacteristics of online public opinion, we intnod
traditional Vector Space Model (VSM) to expressnthand then use K-means to perform hotspot
detection, then we use J48 classifier to perforrtsgui forecastResults. The experimentation is
conducted by Rapid Miner tool and performance appsed method J48 is compared with other
method, such as Naive Bayes. The consistency betiemeans and J48 is validated using three
metrics. They are accuracy, sensitivity and spatifiConclusion: The experiment helps to identify that
K-means and J48 together to predict forums hotsplat. results that have been obtained using J48
present a noticeable consistency with the resaltieaed by K-means clustering.

Key words. Hotspot, J48, K-means, sentiment analysis, textingjnVector Space Model (VSM),
noticeable consistency, hotspot detection, sentimrealysis, consistency between

INTRODUCTION forums (Li and Wu 2010) where useful informatioe ar
made available quickly for those customers which
Opinion mining is an important sub discipline Wwith  might make them benefit in decision making process.
data mining and Natural Language Processing (NLP), The large volumes of online data are efficiently
which automatically extracts, classifies and undéxds  processed with help of statistical (Thongveaal., 2011)
the opinion generated by various users. Theseited® and machine learning techniques. An emergent tgabni
also help to enhance the value of existing infoionat called Emotional polarity computation also known as
resources that can be integrated with new prodamts  sentiment analysis (let al., 2010) can also be performed
systems as they are brought on-line. during online text mining. The purpose of text saents
Rapid progress of the web and information agejs determining the attitude of a speaker or pessith
online data grows too fast in an exponential fofilme  respect to some specific topic. However, in opinion
most of the online data is semi structured orclassification, topic-related words are not verpdarant.
unstructured format and that is difficult to de@ph But, opinion words that indicate positive or negati
automatically. The growth of large volume of opinions are important, e.g., great, excellent, Zngg
heterogeneous online information from various fosum horrible, bad, worst. Most of the methodologies for
has made very difficult for the customers to acguir opinion mining apply some forms of machine learning
information that are useful to them. Therefore,imnl techniques for classification.
forums hotspot prediction has becoming promising  Customized-algorithms specifically for opinion
research field in web mining. classification have also been developed, whichasxpl
An automation of online forums hotspot prediction opinion words and phrases together with some sgorin
can be beneficial to customers in many ways. Fofunctions. In this study we detect the hotspot fosby
instance, the company could collect comments ti the computing text sentiment analysis. This method
new products or the marketing department understandjuantifies the user attention on any forum with athi
the timely requirements of the customers regardindiotspot forums can be identified. The proposed work
products and services. So, this has motivated en thuses an integration approach of text mining with
detection of hotspot as well as prediction of hotsp sentiment analysis.
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Literature review: The various streams of related The Latent Class Model (LCM) to circumvent
work are review mining, sentiment classification, (Hofmann and Puzicha, 1999) the aforementioned
predicting hotspots using machine learning techeBqu  problems.  Incorporating  sentiment  information

(Paltoglou and Thelwall, 2010) into Vector Space

Review Mining: Mining of online reviews has become a Model (VSM) values using supervised methods was
flourishing frontier in today’s environment as i&rc  helpful for sentiment analysis.

provide a solid basis for predicting future everithe
online reviews (Chaovalit and Zhou, 2005) becameemo

useful and influence the sales as it provides itapbr P;;dlpﬂﬂg FhOtSpOtj _using i mr;\]chme flearnmg
information about the product to potential consigner techniques. For predicting online hotspot forums two

A multi-knowledge based approach is proposed“aChi”? learning techniques (Li and Wu, 2010)@@
where WordNet, statistical analysis and movieused. Itincludes K-means and SVM. Unlike othemieg

knowledge are integrated. The experimental resultsnethods, SVM's (Preethét al., 2012) performance is
have shown the effectiveness of the approach inienov related not to the number of features in the syskemto

review mining and summarizing. the margin with which it separates the data.
A generated and semantic orientation labelled list
(Hu and Liu, 2004) containing only adjectives ased MATERIALSAND METHODS

for analysing. Finally it is observed that macHeerning

is used to depict the interacting structure ofeas. The proposed work helps in predicting hotspot

Sentiment classification: The documents available on forums and achieves highly consistent results ipjyag
the web can be classified based on various metricd" efficient optimization algorithm with J48. Theposed
including topics, authors, structures and so forthWork comprises five modules such as data pre-pso@ss

Classification based on sentiments has become a neffalure — extraction, —sentiment computation, forum
frontier to text mining community. clustering and forum classification. Figure 1 depithe

The task of sentiment classification is to deteeni conceptual diagram of proposed approach.
the semantic orientations of words, sentences or

documents. Most of the early work on this topicdise
words as the processing unit. An automatic sentimen [ Texbeplronoot] Rom fomens ]
classification at document level has been donedean ‘
al., 2002) in which several machine learning
approaches are used with common text features tc [ Sentiment values for postings ]
classify movie reviews from IMDB. It has been peimt I
out that direct marketing is a promotion processctvh
has motivated customers to place orders through _ ‘ J
various channels (Sindhwani and Mellville, 2008). Fimenns ]

In order to work for this, one is needed to hame clustering model Identified binary classes

. (hotspots. non-hotspots)

accurate customer segmentation based on a goors 1
understanding of the customers, so that relevauymt l
information can be delivered to different customer [ B "
segments. Analysing Twitter (Thelwal al., 2011) has using Tompntis J48 classification
given insights into why certain events resonatd e \ e
people. It is found that the customers, who arel use l

having only a limited range of product choices doe 4

physical and/or tme constraints, are now facing th S—— Cliiss alyas ]
problem of information overload.

An effective way of increasing customer
satisfaction and consequently customer loyaltytiesen e
. K esult comparison
done that has helped the customers identify preduct and evaluation
according to their interests. This again has cdtedhe
provision of personalized product recommendations
(Popescu and Etzioni, 2005; Thelwetllal., 2010). Fig.1: Conceptual diagram of the proposed approach
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Table 1: Data view before cleaning and after clegni n
Before After st=)si 1)
cleaning cleaning i=
Time period 2007 Jan to 2011 Jan to
2011 Dec 2011 Dec Calculation of sentiment value is based on
Number of forums 50 39 SentiStrength. SentiStrength is an algorithm fort te
Number of threads 2916 1933

Number of replies 39239 21245 sentiment analysis that helps in estimating the

sentiment values for texts.

Pre-processing: The data set used in our experimental
research is acquired from forums.digitalpoint.cond a
after data cleaning they are formatted to 39 dffier

Forum clustering using K-means; After the features
are extracted clustering can be carried out using K

forums and 1933 threads. The data collection idN€ans algorithm. Each forum may be represented as a
initiated by crawling all the URL links of 50 forign dat@ point in a vector space. During the feature
and its links are stored in the data base. Thethall €Xtraction process a vector is used to represeat th
topic posts and the comment posts contained in th@motional polarity of any forum and it is composkd
corresponding web pages and their links are paasdd five elements: .the number of threads, the average
they are stored in the data base. After crawlirag@ss number of replies of thrgads, the_average sentiment
is achieved data cleaning is done where noise afeda value of threads, the fraction of positive threadsong
irrelevant data are removed. Noise data includerfisr ~ all the threads and the fraction of negative thsead
with picture postings that are not clearly showtiren ~ among all the threads. These data are given asjhe
Irrelevant data are from forums where the postingo the k-means clustering where a clustered viewllof
contents are not related to the forum threadslaThé  the forums is obtained. The hotspot and non-hotspot
threads that have no replies and the forums that ha  forums being obtained, within each time window are
threads across the time window are also removedhose closest to the theoretical centres of clsister
Finally after cleaning, 39 forums are narrowed down
within the time span from January to December and-orum classification using J48: Classification can be
each time window is a half month length (i.e., &éft  carried out using J48 (decision tree) classificatio
days duration) over the year 2011. The data beforalgorithm. It is a predictive machine learning miode
cleaning and after cleaning are listed in Table 1. that decides the target value of a new sample based
various attributes of available data. J48 is emgdbto
Feature extraction: The pre-processing work is realize hotspot forecasting. In order to forecdst t
followed by feature extraction process. For eaghrfo  hotspot forums within the current time window the
five features are extracted across each time windowlustering result obtained by K-means approach from
such as the number of threads, the average nunfber the previous time window is used.
replies of threads, the average sentiment value of |t performs forum classification iteratively amis

threads, the fraction of positive threads amongt@l o find the optimized solution. For each J48, thaui is

the threads. Sentimgnt value fo_r each thread can Q?utput is achieved by classifying each forum abegit
calculated by computing text sentiment. hotspot forum or non-hotspot forum. The accuracy in
predicting hotspot forums is improved with the
proposed model and the consistency of the model is
validated for its performance.

Sentiment computation on forum text: Feature
extraction includes text sentiment analysis whighsa
at calculating an integer value for each pieceesaf.tlt
is a semantic orientation based approach where the
sentiment values for all keywords are added toeaehi
the sentiment value for the whole article.

The replies of thread are decomposed into a set of The data t-hat we havg collected from the forum
keywords. For each keyword a sentiment value i€onSists of a list of posts in the form of threzuel
assigned. The sum of the sentiment values forhell t feplies have been crawled from January 2007 to
keywords will give the sentiment value for the date December 2011. The data view before and after
Suppose for a thread t, its replies are decompiosec cleaning is depicted in Table 1. After cleaning tlaa
set of key words. For each key word wi (i=1, 2).let are narrowed to 39 forums from January 2011 to
the sentiment value be si. Then the sentiment v8lue December 2011 and then the features are extrauéed t
of the thread t can be calculated as using Eq. 1: includes computing sentiment values for threads.
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The feature extraction is then followed by K- DISCUSSION
means clustering and classification using J48 among _ _
the 39 leaf forums for each time window in 2011.  Table 3 shows the accuracy (%) in each time

The results that have been obtained using J48 presewindow for different K values from K=2 to K=7 while

a noticeable consistency with the results achidwed USINg J48 classification algorithm. It is cleanygicated

K-means clustering. that the method helps in achieving a satisfyingiltesf
The forums that are most popular among the userdceuracy especially when K has reached certairevalu

based on average number of threads include ‘Searc T.able. 4 suggests that the. proposed J48
Marketing, Publisher Network, adcenter, General® assification algorithm gives an optimized accyrac

Marketing, The forums that are popular based o resul; than that of the Naive Bayes clasgification
number o.f replies include ‘Affiliate Programs-Goegl| a!gonthm. The average accuracy (%) obtained for
Affiliate Network. P s Google-Gooale+. Th d|ffere_nt_KvaIues is shown in the Table 4. _

fate Network, Fayments, 500gie-500giet. € Similarly the performance can be evaluated using
forums that are mostly identified as hotspots bth b6

) _ : other two metrics and the results can be compdriee.
means clustering and J48 over the time window flam  gengitivity shows the fraction of forums which are
2011 to Dec 2011 are shown in Table 2.

classified by classification algorithm as hotspatsong

all forums that are labelled by K-means as hotsplog
Perfor mance evaluation: The consistency between K- average sensitivity values obtained for different K
means and J48 algorithms is validated using threQalues using J48 and Naive Bayes classification is
metrics. They are Accuracy, Sensitivity and Speitifi shown in the Table 5.

A set of these three metrics are applied for eaoke t The next important measurement is the specificity
window which are defined as follows Eq. 2-4: that shows the fraction of forums which are clasdif
by classification algorithm as non-hotspot amonlg al
Accuracy = TP+ TN( TR TN FR FN (2) forums that are labelled by K-means as non-hotspots
The sensitivity result is shown in the Table 6.
Sensitivity = TP TP+ FI) 3) The accuracy (%) obtained for different K values

while using J48 and Naive Bayes is shown in the Eig
The accuracy (%) obtained in each time for both
the classification algorithm J48 and Naive Bayes is
shown in the Table 7.
where, TP denotes the number of forums that are
estimated as hotspots by both K-means and J48. Table 3: Accuracy (%) in each time window whilengs48 algorithm
TN denotes the number of forums that areAccuracy (%) in each time window for different Klwas
estimated as non-hotspots by both K-means and J48. Tinewindow K=2 K=3 K=4 K=5 K=6 K=7

Specificity = TN/( TN+ FB 4)

FP denotes the number of forums that are estimategl 86.0 870 900 902 896 88.2

as hotspots by J48 whereas non-hotspots by K-means.3 83.0 855 880 890 87.0 86.0
FN denotes the number of forums that are estimate 3‘13'8 21'3 gg'g g%'g 3421'8 22'8

as non-hotspots by J48 whereas hotspots by K-means. g 81.0 810 840 860 871 813
Using Eq. 2-4, the performance is evaluated foheac7? 90.0 910 910 920 930 910
: : ; ; 8 83.0 835 849 850 87.0 840
_tlme Wlndovx_/._ Th_e time windows are those that amdus 9 910 920 93 930 934 920
in J48 classification process. 10 79.0 790 820 810 820 810
o 11 84.0 850 850 856 860 850

Table 2: Forums mostly identified as hotspot by Kams and J48 12 82.0 83.0 86.0 88.0 88.0 84.8
Forum ID Forum name 13 82.0 82.0 84.0 84.0 85.0 84.0
11 Affiliate Network 14 86.0 89.0 900 912 920 894
33 Twitter Ie 265 870 500 9.0 90 860
fé‘ ioog'e 17 890 910 950 950 960 920
mazon 18 83.0 83.0 847 860 860 840

10 Google+ 19 80.0 840 860 880 900 86.0
34 Social Network Google+ 20 88.0 90.0 91.0 920 930 910
16 Publisher Network 21 90.0 910 930 940 940  93.0
7 Payments 22 91.0 916 940 940 940 920
6 Reporting and Stats 23 90.0 91.0 920 93.0 93.0 91.0
49 ClickBank 24 91.0 930 940 935 960  93.0
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Table 4: Average accuracy (%) for J48 and naivebaygorithm CONCLUSION

K=2 K=3 K=4 K=5 K=6 K=7
Naive bayes 84.60 8551 86.16 86.98 87.89 8896 This study proposes a new approach for
J48 8576 86.90 87.73 8873 8948 90.05predicting hotspot forums. In this approach

Table 5: Average sensitivity for j48 and naive ksagigorithm

K=2 K=3 K=4 K=5 K=6 K=7
Naive bayes 0.17 0.32 0.38 0.39 0.58 0.43
J48 0.19 0.37 0.44 0.41 0.62 0.51

Table 6: Average specificity for j48 and naive tmgégorithm

K=2 K=3 K=4 K=5 K=6 K=7
Naive bayes 0.82 0.85 0.86 0.87 0.77 0.84
J48 0.91 0.89 0.88 0.88 0.83 0.87

Table 7: Comparison of accuracy using naive bayts 48

Accuracy (%)

Time window Naive bayes Decision tree
2 88.08 88.50
3 85.95 86.42
4 87.82 89.03
5 91.53 92.43
6 81.42 83.40
7 89.23 91.33
8 82.82 84.57
9 91.38 92.28
10 79.80 80.67
11 82.57 85.10
12 85.32 85.30
13 83.28 83.50
14 90.67 89.60
15 87.17 81.50
16 84.50 88.58
17 82.33 93.00
18 84.13 84.45
19 91.58 85.67
20 90.20 90.83
21 87.80 92.50
22 84.08 92.77
23 91.63 91.67
24 90.33 93.42
100
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Fig. 2: Accuracy comparison while using J48 and/@ai
bayes algorithm

emotional polarity of the text is obtained by

computing a value for each part of text. After

calculating the sentiment values the method is then
integrated with K-means clustering and J48
classification algorithm as well as Naive Bayes
classification  algorithm  for forums hotspot

prediction. Computation indicates both K-means and
J48 produce consistent grouping results.

The new method that is proposed to helps to
achieve a satisfying result for accuracy when K has
reached a certain value. The average accuracyauftab
88.11% has been obtained for predicting hotspainfer
across 20 time window during J48 classification &nd
is more than that of 86.88% during Naive Bayes
classification. Thus the efficient detection of dpmit
forums based on sentiment analysis might make
internet social network members benefit in the sleai
making process.
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