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ABSTRACT

The service-oriented distributed systems such ads@mnd Clouds are unified computing platform that
connect and share heterogeneous resources incladmgutation resource, storage resource, informatio
resource and knowledge resource. While these sgspeovide a vast amount of computing power their
reliability are often hard to be guaranteed. Itdise to the increased complexity of processing ,(e.g.
overhead, latency) that can indirectly affect tlystem performance. In this study, we addressed the
problem of dynamic control for resource manageniemwlistributed computing environment. Our dynamic
resource control mechanism is designed based aratgm-based scheduling that aims for sustainable
resource sharing. Particularly, each computaticesdurce in the environment has its own reputataine
that calculated online by considering the computiagacity and availability. The degree of resource
reputation significantly helps in scheduling demis in terms of successful execution while adaptive
monitoring resource availability. Results demortstréhat our resource control mechanism signifigantl
increases successful execution, while leading bosbresource management.

Keywords: Distributed Systems, Dynamic Control, Resource iBbaifask Scheduling, Reputation

1. INTRODUCTION and Xingshe, 2011; Zunjare and Sahoo, 2012) magle th
evaluation of the resource behaviour varies. Anothe
The service-oriented distributed systems generallyissue is because their behaviors change more yapiaih
are high performance computational environment thata controller can adapt that made the resourcerirgtion
are composed of heterogeneous resources. Someapopulfor the controller (scheduler) delayed and potdgtia
examples are computational Grids, Clouds, wirelessinaccurate. Such unpredictable and imprecise resour
sensor networks are recently the Internet of Thiflde behaviour inherently results in unreliable taskoexion.
specific problem that underlies these systems isApparently, the resources cannot be assumed always
coordinated resource sharing. Resources are sadifi reliable particularly in term of performance. Indéebn,
on activities performed on each individual unit of the number of incoming tasks is unpredictable tloeee
service. The sharing activities concerned with file it is difficult to determine the prior in task schaing.
exchange, direct access to computers, softwareasata One of the methods to solve the resource sharing in
other resources. However, with the characteristits dynamic environment is through efficient resource
dynamic and heterogeneity, there are issues tmvisc management (Beaumost al., 2013). In particular, the
suitable resources for users’ tasks. In additiomghe resource management addresses the monitoring and
administrative domain in the distributed systems it  controlling abilities that able to take into acctathe
own resource usage pattern (Hussinal., 2011; Ping  users’ different needs and performance requiremémts
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this study, we focus on designing a reputationdbase  Generally, resource controller or scheduler can
scheduling approach for which the decision is madecontribute much to the effective resource managéniten
taking into account conditions of heterogeneity and has the ability to work within the processing
dynamism. With the reputation value of scheduler it requirements/constraints that put forth by the esyst
helps to dynamically monitor a trust interactiorivieen users. The processing constraints must be effégtive
service providers and users that improves taskessfal handled particularly in the present of dynamic
execution. This is realized based on three aspEutst, computing; otherwise it may lead to load imbalance,
we dynamically calculate reputation value of each over-provisioning of resources and system unrditgbi
scheduler that take into consideration the currentThe schedulers in (Ping and Xingshe, 2011; Gupth an
resource performance. Second, we classify theatipnt ~ Singh, 2012) adaptively deal with processing casts
value for controlling resource allocation. Third,ew for reliable execution while minimizing waiting tem
address the issue of resource-task matched that cahhe feedback control policy is proposed in (kteal.,
satisfy processing requirements. These strategies a 2007) to solve resource allocation problems in
adaptive in nature since they incorporate curraskt asynchronous real-time distributed systems. The
demand and resource availability to facilitate stchiag controlller or scheduler is used to determine theber
process. The results obtained from our comparativeOf replicas of each sub-task that are needed tptatla
evaluation study clearly show that our adaptiveuese application to workload changes; hence satisfiestalsk

management outperforms other schemes in terms ofiéadline. Yanet al. (2012) the Particle Swarm
performance by a noticeable margin. Optimization (PSO) algorithm is realized and used a

This study is organized as follows. A review of controller. The PSO aIgor_ithm or controller gdjdsthe
frequency of task according to the constraints 8UC
utilization, lower bound of frequency and channel
capacity. In that way, they optimized the Qualify-o
Service (Qo0S). These approaches have demonstraed t
effectiveness in minimizing response time. Howetlee,
efficacy of these approaches in dealing with system
dynamicity is limited to a certain level.
2. RELATED WORK Due to heterogeneity and dynamicity of resources,
In the service-oriented distributed systems everythe dynamic resource control me_chanism that ischase
LT . . ’ trustworthy can be a very effective approach fdyusi
application is completely different and independéitr o5ource ‘management. While most previous resource
example, some require more execution time to coenput gsharing solutions dealing with either workload ajem
complex task and some others may need more memoryr processing capacity, our approach in this wak i
to store data. Also, it appears in many distributades  explicitly taking into account diversity in both
that schedulers have limited information about eachprocessing requirements and heterogeneous resources
other’s resource state where some resource prayider

related work is presented in section 2. In sec8pmve
described the models used in the study. Our scimedul
strategy is presented in section 4. Experimentdings
and the experimental results are presented inoseéti
Finally, conclusions are made in section 6.

not all, might not always make public availabilitf 3. THE MODEL
information on their resources; this is especi&ile for ) _ _ o
Cloud (Nathaniet al., 2012). Applying trust-based In this section, we describe the application and

method to distributed systems is an interestingesab ~ SYStem models used in our study.

that yields more attention in distributed systeesearch 31, System Model
recently. The concept of trust in resource behavifou
dealing with variability and instability of comput®des
was propo;ed in (Husset al., 2011; Ping and Xlngshe, . s} which are loosely connected by a communication
2011’ Zunjare and Sah‘?o’ 2012), where reputatlon. Shetwork. They are independently operated by differe
defined based on various factors, such as prioragministrative domains. We assumed that the
performance, network capacity and resource avéitlabi  communication delay is negligible. The inter-site
In the Cloud computing for example, the users néede communication cost is insignificant. To simplify,ew
some reputation mechanism to guarantee the safety dimit task scheduling to a global scheduler (Hussial.,
their investment in the specific service (Nathenal., 2011; Gupta and Singh, 2012) that can handle tasks
2012; Songet al., 2009). users and map them onto resources.

The target system used in this stuéyg( 1) consists
of several resource sites given gswhere x = {1, 2...,
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Resource site

Resource site

@ Local scheduler

Processor

Resource site

Fig. 1. System model

A resource site allows any type of tasks to arave As the nature of computation in distributed systems
its local scheduler. The local scheduler is resintm$or can be fluctuated, resources in this study areidered
scheduling tasks after allocation by the globakscher.  to be ‘elastic’ where a processor can go from being
We assumed that the local scheduler has all negessacapable status (available to perform computatiorain

information about computational resources (proasyso fimely manner) to incapable status (unavailable to
which is currently located at the site. perform computation by deadline) at any time withou

Each site x has a set R qf processors that are further communication. Without the loss of gengyali

interconnected via a high-speed link. These prarsss v:/e allso alflsurge Lhat a rgsourge site has Oilts OWs tas
are heterogeneous in terms of their processingdspee (10cal workload) that need to be computed to servic

That is, each processor r has an associated piugess 20 oA A Boe o o ol 2
capacity to complete a task of sizg as given in P

well as the actual task completion time.

Equation 1:
3.2. Application Moddl
P = G +q, (1) Tasks considered in this study are computation-
2ee intensive and independent from each other (i.eintes-

job communication or dependencies). Each task is a
execution time of tasks i and &5 an average waiting Parameters shown below Equation 2:
time of processor r, respectively. Hereafter, theams )
resource and processor are used interchangeably. Ti={s;,d;} 2)
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where, sis the computational size of task i that is
specified by Millions of Instructions (MI) and & the
latest time (deadline) by which task Ti is suppokete
completed. For a given task;, Tthe deadline dis
computed by the computational size of tasttidded by
processing capacity of a referred (the slowestues.
We assumed that the task’s profile is available eawal
be provided by the user using job profiling, anabit
models or historical information.

| of CompBiEnce 9 (12): 1661-1668, 2013

(i.e., rrep = PR/ P). The basic idea behind this is that the
higher reputation a resource is, the more relidgbtzan
execute the users’ tasks. For each site, the awerag
reputation value over all its resources indicates i
computing trustworthy.

4.2. Adaptive Scheduling

The adaptive scheduling approach is an effective
means for selecting more reliable resource to cetapl

Tasks are assumed to be sequential applications anthe users’ tasks. For this type of scheduling,ptueess

each of which requires not more than one procefssor
its execution. However, tasks may be consideredeto
assigned to processors with different processing
capacities due to primarily to the urgency of taisk,,
task priority. This study considers three levelstagk
priority based on deadline: low, medium and higheT
priority of a task Ti is set to high if its deaddig is at
most 20% later than the expected execution time. exe
The priority is set to low if dis 80% or more than exe
Otherwise, the priority is set to medium. Tasksvatris

in a Poisson distribution.

4. AUTOMATIC RESOURCE
MANAGEMENT

This section begins by describing formation of
resource reputation and gives the details of omachic
resource control mechanism in the context of task
scheduling.

4.1. Formation of Resour ce Reputation

The resource reputation is used to differentiage th
resources with different qualities. Implicitly, provides
an effective strategy for high-level resource gimari
amongst sites. Particularity, the resource expsef#tse
valuation of processing as a function of a comgutin
competence (resource reputation). To facilitate
scheduling decision making, the prior performanta o
resource must be accurately identified and detexthin
This type of performance is used to indicate théglte
of a resource relative to other resources. Moreédly,
the prior performance of a node is defined as suioma
of success rate and average execution time Equation

PPr => S+ av_exe,

1 3)

0

if finishT, <dt

where sr= ]
otherwise

Then, the resource reputation is computed by the
prior performance divided by its processing capacit
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to find the resources (resource-task matching) Ishou
take in optimal (minimum) time to make decision. In
such a way, the tasks scheduled can be completis in
shortest time possible; provided that they aregassl to
appropriate resources. The scheduler is responfible
scheduling the tasks to suitable resources thzdsed on
the processing capability (availability and capgcit
aiming to achieve reliable execution.

Our scheduling approach precisely represents
resources in terms of reputation. The reputatiolueva
that mentioned in early section abstracts the ptope
resource sharing to support adaptive and (nearjnapt
task scheduling. We incorporate a resource claasifin
scheme into the scheduling in order for a task @0 b
assigned into the most appropriate resource. The
resource classification is carried out in a systemaay
by considering the resource reputatidfig( 2). This
work classified the resources according to the tedjfmn
value (more specifically, from the highest to tbevést)
for task scheduling. In order to gain an up-to-desteof
reliable resources, a (re)listing mechanism isiedrout
in the way that listed resources are further infgzkwith
respect to their recent reputation value rifep possible
relisting. This repeats until no further improvensein the
resource list is possible. In some cases, forrinstaf more
than one resource has the same reputation valee, th
resources are then sorted according to their prior
performance PPthe resource with higher PB listed first.

In particular, task is scheduled to the resoura th
gives the highest reputation value. However, theedy
approach leaves the true optimal decision and the
resource superiority to never be discovered. Ipaese

to this, we calculated a deadline factor for eaatkt

Given that each arriving task has its deadlinechehe
deadline factor is determined based on the measumtem
in (Hussinet al., 2010) as given by:

100 if ataskmissed its 100% dead|
0.50 if ataskmissed its 50% deadli
0.25 if ataskmissed its 25% deadli
0.05 if ataskbeneath its 25% dead!

0

df.

if ataskjust arrived
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] 5. PERFORMANCE EVALUATION AND
rrep = = =
P | R DI SCUSSION
In this section, we describe the experiment
rrep = rrep = rrep = configuration and present results. Performance iosetr
r2 | 10.0 r2 /| 7.0 2 | 95 used for the experiment are success rate andatitliz
.\ rate. Success rate is used to measure the degree of
rrep = rrep = rep = reliable _execution _f_or d_ealing with various prigrtasks.
B | a5 B | g5 B g5 We define the utilization rate of a resource as RU
busy/(busy+idle)) where busyis the total time when the
rep = rep = rrep = resource jris busy for servicing tasks and idls total
| g0 MY g5 | 70 idle time of y, respectively.
5.1. Experimental Settings
5 "g%= 5 |TeP= 5 |TTeP= To evaluate the performance of our automatic
' 6.0 6.0 resource management approach, we have conducted
extensive simulations with a diverse set of taskd a
. ”EF;_): . ”gPS: o ffgl); computing resources (processors). Due to the lsecgke
' : : constitution of distributed environments, the pagters
of simulation model used are assumed to be unbaiinde
7 |Tep= rrep = mrep = that can be created. Specifically, there are fweten
4.2 7| 42 " resource sites and each contains a varying number o
computing resources (processors) ranging from 8 to
rrep = rep = processors. The relative processing power (speéd) o
r8 8 p . A
25 25 processor j is selected within the range of 1 aBd The
number of tasks in a particular simulation is settiheen
time. t - 1000 and 5000. Task inter-arrival times follow asBon
@ (b) © distribution with a mean of 5 time units. The

computational size;sis randomly generated from a

Fig. 2. Reputation-based list scheduling; (a) Initial schedh) uniform distribution ranging from 20 to 500

The first revision and (c) the second revision

The scheduler constantly checks the task tdf 5.2. Resultsand Discussions
indicate which task needs to be mapped first. As th  We first study how the performance of our resource
scheduling of tasks has to take place during ruatim control mechanism for effective resource managensent
both resource reputation and deadline factor areinfluenced by a reputation factor. The experimdrage
regularly updated. been conducted with two different schemes: remurati

Our resource-task matching algorithm aims to based scheduling (repRM) and without reputation
maximize successful execution while minimizing the (norepRM). With norepRM, the resources are chosen f
response time. There are two different ways togasiie task assignment by their processing capacity. Then,
task onto the right resource. A task with highesadline compared our scheduling approach with extended
factor is always assigned to the resource thatsgitie versions of three other heuristic scheduling athors
highest reputation value. The resource with theosgc i.e., Min-Min, Max-Min and Max-Max. This is because
highest reputation value is allocated to a task Vatver their performance tends to produce competitive
deadline factor. Each of the resource also can grem solutions with lower time complexity (Beaumasttal.,
the other resources for task assignment when tisere 2013). Since our scheduling concerns deadline facto
significant increase in waiting time in its taskege. df;, we have revised Min-Min, Max-Min and Max-Max
Once the tasks are assigned, the scheduler updates fit into our model. In the comparison, their mam
resource reputation value and further inspected thedecisions are according to fitness value that ¢ated
reputation value for possible relisting. This regeantil as the product of reputation value fremd deadline
no further processing requirements to be executed. factor dfic
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Fig. 3. Success rate with- and without- reputation factors
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Fig. 4. Utilization rate with- and without- reputation facs

Experiment 1: system is able to sustain better resource utitizatinen the

) ) ) characteristics of both resources and tasks asidsyed.
The impact of reputation towards adaptive resource

scheduling. Experiment 2:

Figure 3 illustrates the performance of resource The impact of resource preference in scheduling
management in the presence of reputation conc&hes.  owards robust resource management.
success rate of reputation-based scheduling isehigh  Figure 5 and 6 show that the benefit of reputation for
than scheduling without reputation. a good resource management controller. As shown in

The reason is that the reputation-based scheduling:ig_ 5, our scheduling scheme outperforms other
directs the allocation of tasks with the resource schemes in terms of successful execution rate by a
reputation being the indication; hence contributes noticeable margin. There are more than 80% of t&wmks
minimize waiting time. average) have completed their execution beforer thei

Next, we study the utilization rate between refpoiat ~ deadline. It also shows=ig. 6) that the utilization rate
based scheduling and without reputation. As showthé using reputation-based scheduling is another cdimgel
Fig. 4, both scheduling schemes (with and without strength. This is mainly because a resource wijocd
reputation) have comparable performance with theoffer (i.e., high availability) is more popular be chosen
difference about 20% on average. It indicates that = to accommodate the input load that affects theltsesu
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Fig. 5. Success rate of different list scheduling policies

¥ RepRM = Min-Min Max-Min Max-Max
1.00 7

0.90

Utilization rate

THITHIN

1000 2000 5000

Number of tasks
Fig. 6. Utilization rate of different scheduling policies

Although all scheduling schemes consider resourceimprove scheduling decision with minimal possible
reputation and processing requirements during theperformance degradation. Based on our extensive
mapping process, the prominence on resource behaviossimulation results, we also found that the repotati

much benefit in order to lead for optimal decisions based scheduling algorithm  contributes  for
minimizing task waiting time; hence our approach is
6. CONCLUSION capable of providing reliable processing in ternis o

successful execution time. We highlight that thayjou
In this study, we address the dynamic resourceanalyzing of processing requirement and resource
control in the context of resource sharing. We havebehavior in resource management are required and
successfully developed a dynamic scheduler thatsignificantly important for dynamic-heterogeneous
explicitly considers resource and task heteroggneit distributed systems. In future work, we will develo
Dynamic discovery of resource behavior based on itsan adaptive scheduling framework for further
reputation (availability and capacity) significanthelps solutions to robust computational.
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