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ABSTRACT

In this study we compare the performance of thredugionary algorithms such as Genetic AlgorithmAjG
Particle Swarm Optimization (PSO) and Ant-Colonyti®jration (ACO) which are used to optimize the
Artificial Neural Network (ANN). Optimization of Ngral Networks improves speed of recall and may also
improve the efficiency of training. Here we haveedisthe Ant colony optimization, Particle Swarm
Optimization and Genetic Algorithm to optimize thsificial neural networks for applications in medli
image processing (extraction and compression).alimeof developing such algorithms is to arrive @am
optimum solutions to large-scale optimization peshs, for which traditional mathematical techniqoesy
fail. This study compares the efficiency and resoftthe three evolutionary algorithms. We have parad
these algorithms based on processing time, accuadytime taken to train Neural Networks. The rssul
show that the Genetic Algorithm outperformed theeottwo algorithms. This study helps researcheggeto
an idea of selecting an optimization algorithmdonfiguring a neural network.

Keywords. Genetic Algorithm, Ant-Colony Optimization, PargécBwarm Optimization, Neural Network
and Image Segmentation

1. INTRODUCTION evolutionary algorithms to optimize the neural nartev
and compare their performance.
Artificial neural networks are capable of perforgin Evolutionary algorithms are stochastic optimization

many classification, learning and function appraadion methods which are population-based inspired by
tasks, yet in practice sometimes they deliver omyginal natural selection able to find several solutionsain
performance. Inappropriate topology selection aedit single run, thus making them a good alternative to
training are frequently blamed. Increasing the nemtf standard methods. There involves a large amount of
hidden layer neurons helps improving network difficulties in using mathematical optimization
performance, yet many problems could be solved withproblems for engineering applications  which
very few neurons if only the network took its opdim contributed to have alternative solutions. Linear
configuration. Unfortunately, the inherent nonlingaof programming and dynamic programming techniques
ANN results in the existence of many sub-optimal often fail in solving large problems with large nioen
networks and the great majority of training aldoris of variables and non linear optical solutions. To
converge to these sub-optimal configurations. Tdress  overcome these problems, researchers have proposed
these problems we must use an optimal algorithm toevolutionary-based algorithms for searching near-
optimize the Artificial Neural Network. Here we ueee optimum solutions to problems.
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Artificial Neural Networks (ANNSs) play an essential
role in the medical imaging field, including medica

environment (application or task) by adjusting the
values of the weights. An ANN can be classifiedan

image analysis and computer-aided diagnosis, becaustwo sub categories such as Supervised Learning and

objects such as lesions and organs in a medicaje@ma
may not be represented into an accurate equatiily.ea
One of the main uses of Artificial Neural Netwonk i
Medical Image analysis is to classify lesions istone
classes such as normal or abnormal, malignantmigbe
and lesions or non-lesions. Genetic Algorithm amd-A

colony algorithm which are population based search
methods are inspired from nature, are effective in

optimization with a large number of design varialkdad
low cost function evaluation. In case of Genetic
Algorithm its performance can be improved using
various schemes such as fast full wave methodsomic
Genetic Algorithm and Parallel Genetic Algorithmings
parallel computation. Ant colony optimization ispired
by the social behavior of ants. Ants find a shdrteste
to the food particles from their nest.

Particle swarm optimization algorithm was inspired
by the social behavior of animals, such as birdkilog
or fish schooling (Rossara al., 2011). In PSO, each
solution is a ‘bird’ in the flock and is referred as a
‘particle’. As a chromosome in Genetic Algorithnes,
particle is in POS. Unlike Genetic Algorithms, ihet
process of evolution the PSO does not create néa ch
from Parents, instead the particle in the poputatio
evolve to its social behavior and there by findpath
towards the destination (Jiaegal., 2007).

In this study, the three Evolution Algorithms are

Un-Supervised Learning. In supervised learning an
ANN learns with a help of a “Teacher” or using an
ideal output to achieve goal. In unsupervised liearn
an ANN does not require a teacher; instead it arn
using the cost function. A desired goal in an eiaf
neural network is achieved by learning.

2.1. Feed-Forward Artificial Neural Networks

A neural network is called as a Feed-Forward neural
network when the information flows in only direatio
from input to output without any loops. We take foed
forward neural network for the use in medical image
segmentation. The most important factor that idéo
considered in building an artificial neural netwaskthe
proper selection of the input variables.

2.2. Input Variable Selection

The performance of the Artificial Neural Network
models vary based on the large variety of inputh sas
un-informative inputs, or more inputs than that is
required. To constitute an optimal set of inputiatales
which may have an impact on the performance of the
ANN, the following factors may be considered.

Relevance: In most cases a very few input variables
are selected or the selected variables are un- in-
formative. The output of the model may be very pioor
this case since the input variables are not releteathe

presented and are reviewe_d. Performance analysis iéxpected output. It is advised that before selgctire
done among the three algorithms based on easeeof-sinpyt variables it is necessary to have a prionedge

accuracy and time taken to train the Neural Network
We also present Guidelines for determining
appropriate parameters to be used with these #igusi

In the section 2 we give a brief description about

neural network and different variable selectiongess.
Next we discuss about medical image segmentation. |
section 4 we analyze the three evolutionary algors
and in section 5 we present the experimental reaflt
comparing these algorithms.

2. ARTIFICIAL NEURAL NETWORK

Artificial Neural Network is the most sought
technology in the last two decades that is usediious

the

of the system and survey of the available data.

Computational effort: The number of input variables
has an immediate effect in the size of the ANN wWwhic
increases the computational complexity. The-sectffe
have a significant impact on the training speedhaf
neural network. When we use a Multi Layer Perceptro
(MLP) ANN, the number of connection weights in the
input layer increases.

Dimensionality: The number of samples required
to map a given function with sufficient confidenice
creases when the dimensionality of a model increase
linearly. The ANNs like MLPs fall into the curse of
the dimensionality due to the increasing incoming

engineering applications. The ANN is a mathematical weights as input variables. Dimensionality reductio

model which inspired from the structure and funuiof

is possible in ANN only by avoiding redundancy and

the neurons in the human brain. A Neural Network irrelevant input variables.
consists of number of neurons which are connected Training difficulty: Training of an ANN becomes

through weights. The ANN can learn about the
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variables. The effect of redundancy in input vaeab regions with similar properties. Image segmentai®n
increases the error function. The irrelevant inputthe process of identifying the boundaries of organd
variables add noise to the model which reducesppleed  tumors during clinical analysis. Image segmentatiod
of learning process. More iteration may be requited edge detection are done after image registration. A
determine the error function which in turn increasige Dufour et al. (2013) pro-posed an automated method to
computational burden. The working principle of an segment the blood vessels from 3D Time of Fligt@k)y
Artificial Neural Network is shown in thEig. 1. MRA volume data. The method consists of three steps
(1) Background removal, (2) volume quantization and

3. MEDICAL IMAGE SEGMENTATION (3) classification of primitives. First, the feedrivard

USING ANN neural network is initialized and trained with back
propagation algorithm. The net-work is simulateteaf
3.1. Multi Layer Perceptron Neural Network training. The features that are extracted fromntiaeglical

) o images are assigned as input variables to the ANN.
. Multi Lgyer Pgrceptron Art|f|0|al Neural Network All training is done using back propagation with
is used in various applications such as featureyqgantive learning rate and momentum with trainbpx
extraction,  optimization,  classification  and g,ction. During training, to set the number of ef® an

compression (Hancock(_at aI_., 2010). The '_V”-P optional parameter is used. Then the network imech
Artificial Neural Network is suitable for medicahage .14 simulated. The multi layer feed forward netwizrk

segmentation for the following reasons. The fiegtson is shown inFig. 2. Wavelets are used for feature extraction.

t_he output Qf the_ MLP ANN v_vith_a hidden Iayer_ inen Then we compute the difference between the outpdt a
linear function with the combination of the outpinsthe expected result. In the experiment the ANN is i

hidden layer. An objective function estimates the using 50 datsets obtained from MRA dataset. New MRA
parameters of the network. The second reason ighba datasets are given as input to the trained netimrk

_number of neurons n the hidden Iayer IS Ies_sem tha testing. The segmentation performance is measuyréaeb

input layer. This means the smaller dimension énttidden value accuracy as shown in the Equation (1):

layer. The third reason is that the MLP ANN easi®als Y q '

with the irrelevant input variables by adding zertmethem.
Medical image segmentation is a process thataccuracy= >

involves in division of a given image into importan Totalnumberof primitives

Number of correctly classified primitive

(1)

Information flow

Input 1 —x W1
Input 2 —x W2

Input 3 —x W3
9 :

! + ] { Qutput )
Inputi H— x Wi !

i Multiplication Sum Transfer function

Fig. 1. Working principle of an artificial neuraletwork
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Fig. 2. Feed-Forward neural network

Ma et al. (2010) designed a two-layer Hopfield

reasonable period of time using the computer ressur

neural network called the Competitive Hopfield Edge available. Typically, a population includes indivals
Finding Neural Network (CHEFNN) to detect the edges between 20 and 10@igure 3 shows the flowchart of a

of CT and MRI images.

4. ANALYSISOF THE THREE EVOLU-
TIONARY ALGORITHMS

Genetic algorithm used for optimization.

The fitness function is evaluated to measure hosecl
that the individuals fit the desired result. A &gs function
could be either complex or simple depending on the
optimization problem addressed. In a case of miration

The evolutionary algorithms in general have a problem, the most fitted individuals will have tloavest
common approach towards a given application. Thenumerical value of the associated fitness function.

given problem requires a representation for eacihade
A brief review is presented about the three alparg in
the sections 4.1,4.2 and 4.3.

4.1. Genetic Algorithms

Individuals are selected according to a fithesetas
process. The operator of selection is made upriimg
and selection progress, by which more copies of the
individuals that fit the optimization problem betiill
be produced in the next generation. In GAs, thege a

Genetic algorithm is an evolutionary computing Mainly two ways to select a new population: Roelett
technique that can be used to solve problems with aVheel Selection (RWS) and Stochastic Universal

vast solution space (Cao and Zhang, 2010). A soluti

Sampling (SUS). The individuals will be recombined

to a given problem is represented in the form of a(crossover) after the. sglgction. This operation_td_s
string, called ‘chromosome’, consisting of a set of produce two new individuals from two existing

elements, called ‘genes’, that hold a set of valioes
the optimization variables. As a preparation tatdtse
optimization process, a Genetic Algorithm, requiees
group of initial solutions as the first generatiorhe

individuals selected by the operator of selection b
cutting them at one or more position and exchantieg
parts following the cut. The new individuals themef
can inherit some parts of both parents’ geneticenilt

first generation is usually a group of randomly There are usually four ways of doing this: One poin
produced solutions created by a random numbercrossover, two-point crossover, cycle crossover and
generator. The population, which is the number of uniform crossover (Saishanmuga and Rajagopalan,
individuals in a generation, should be big enough s 2012). Figure 4(a) shows an example of the two-point
that there could be a reasonable amount of geneticrossover progress. Mutation is another operatqrate
diversity in the population. Also, it should be dima duce new individuals. The difference is that thevne
enough for each generation to be computed in aindividual is produced from a single old one.
109
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Fig. 3. Flowchart of a simple genetic algorithm

Parent 1: 1100101101011
Parent 2: 0110110010100 L
Offspring 1: 1100110011011 Parent 1100510011011

Offspring2: 0110101100100 Offspringg 1100100011011
(@ | o

Fig. 4. (a) Crossover operation (b) Mutation operation

In this operation, the bit values of each individage

randomly re-versed according to a specified prgpéxt 4.2. Particle Swarm Optimization

mutation can also helps the GA to avoid local optim PSO was developed by (Hansral., 2008). PSO is
and find the global best solutioRigure 4(b) represents  inspired by the group of birds flying together ta a
how the mutation operator works. unknown destination. In PSO, each solution is ed'bin
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the group and is referred to as a ‘particle’. As a
chromosome in Genetic Algorithms, a particle i®@S.

PSO actually imitates a group of birds that
communicate with each other when flying togethearto
unknown destination. Initially each bird flies in a
specific direction, but changes its direction when
communicates with the other birds. All other birdil
follow a particular bird which they think has fouodt
the best direction to the destination. At this pait the
birds fly towards that particular bird by changitigeir
current velocity. Each bird then explores its neweal
position (Local Search). This process of choosing o
bird in the group which is well acquainted with the
current location is continued till the birds reatie
desired destination. It has to be noted that trésbearn
from their own intelligence and from the experiemfe
the other birds (Global Search).

The process is started with an ‘N’ number of
random particles. The position of thg particle is
represented by a point in ‘'S’ Dimensional spacerehe
S is number of variables. Throughout the process ‘i
monitors tree values: The current position) (he best
position it reached in previous cycle;)Pand the
velocity (V). In each cycle, the position of each
particle is calculated as the best fitness of altiples.
Accordingly each particle updates its current vityoc
V; to join the best particle (Dehuri a@ho, 2010):

NewV, =wXcurrentV + ¢ xrand()X(P- X

+ (2)
¢, xrand() X(R - %)

The first part of the Equation (2) represents the
current position of the particle. The second pdrthe
equation represents the new location of the parteld
the third part of the equation represents
communication of the particles to compare its local
position with the best particle.

4.3. Ant Colony Optimization

with a shortest route laying the pheromone traleT
remaining ants will follow this shortest route toet
food and also they leave their pheromone tail. Ants
therefore can find optimal solutions using th ealoc
state knowledge and about the effects of actioas th
can be performed in the local state.

ACO can be implemented by representing a
variable S for each ant and variable i to store n
options with their values ;I Their pheromone
concentration can be represented by %o an ant
consists of S variables that will describe the path
chosen by the ant. The process can be started by
making m random ants. As shown in the Equation (3),
Pheromone concentration associated with each gessib
route (variable value) is changed in a way to @icé
good solutions, as follows (Dehuri afdho, 2010):
T, () =pT, (t-D+aT ;t=1,2,3...,7 3)
where, T is the number of iterationg(t} is the revised
concentration with option; lat iteration t, jf(t-1) is the
concentration of pheromone at the previous itenate
1); Ay = change in pheromone concentration; and r =
pheromone evaporation rate (0-1). The reason for al
lowing pheromone evaporation is to avoid too strong
influence of the old pheromone to avoid premature
solution stagnation (Sheal., 2011).

5. EXPERIMENTAL RESULTS

The performance of the three algorithms were
measured using the following criteria; (1) the petage
of success (the number of trials required for thecfion
to reach the target value); (2) The average vafube
solution obtained in all the trails; (3) The timekén

the by the network to learn. Twenty trail run was mdde

each algorithm. Two well known functions F8 and
F10 are used to test the optimization algorithn®. F
function (Griewank’s function) is a scalable, non
linear and non seperable function which takes any

ACO was developed by (Geetha and Srikanth, 2012)number of variables (38) (Ibricet al., 2012).

based on the fact that ants are able to find tloetest
route between their nest and a source of food. Asés
pheromone trails to communicate with each otheraAn
roaming in various directions leave this pheromonehe
ground making a path it followed by this trail. Aolated
ant when encounters the previously laid trail desitb
follow the trail with a high probability of finding food
particle. When it follows the previously laid trafl en-
forces its trail over it making the trail more ingive. The
ant which found a food particle will return to mest
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The F8 function scales to any number of variables
N. The values of each variable can be put in tingea
of (-512 to 511). The global optimum (minimum)
solution for this function is known to be zero whah
N variables equal zero. F10 function is non linead
non separable which uses two variables x and y as
show in Equation (4):

2 N

AT [] costs W)

4000 1.

f(Xjjzn) :1+i (4)

i=1
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The Table 1 clearly shows that the PSO algorithm algorithms in both the testing time and trainingei
outperforms in all the criteria when compared theot  of the neural network.
algorithms. GA's performance was poor in termshe t The Fig. 5 clearly shows the performance
success rate to find a target value. But GA hafopeed comparison of the three algorithms based on the tim
well in terms of training the network in minimurmmt taken to train the neural network. GA takes minimum
compared to other two algorithms. ACO has not time to train the ANN and PSO takes some more times
performed well in any of the test. when compared to GA. ACO takes the maximum time

Table 2 compares the training and testing time of to train the network. The Mean square error is
neural network optimized by the three algorithmbeT  considered while evaluating the training time.
results show the training performed with neural  The performance evaluation of the three algorithms
network optimized by Genetic algorithm, PSO and paseq on their accuracy in image segmentationde/ish
ACO .W'th 15, 30, GQ and 120 samples, 10 runs.w the Table 3. The result shows that the accuracy in
Showing the average in each generation and standar ST .

Image segmentation is higher when the neural nétigor

deviation for each generation run, better errornfbu o : ; _ . :
by genetic algorithm, best training method and optimized with Genetic algorithm. It is evident tHaA

execution time. The PSO better testing time compare @nd PSO are very closer in their results. The AGO i
to ACO. The GA has outperformed the remaining two PoOr in its performance when compared to GA and PSO

40 Comparison of training time
30 -
o
@
é 20 — GA
> — PSO
ACO
10—
0=+ . . .
15 30 60 120
Number of samples
Fig. 5. Comparison of GA, PSO and ACO on training time
Table 1. Results of the optimization problem
Number of variables
F8 EF10
Comparison Algorithms 10 20 50 100 10 20 50
% success GA 70.000 50.000 30.000 0.000 30.000 00.00 0.00
PSO 80.000 90.000 100.000 100.000 100.000 80.000 0.006
ACO 60.000 50.000 30.000 0.000 80.000 60.000 50.00
Mean GA 0.050 0.089 0.187 0.550 0.487 1.210 5.82
Solution PSO 0.098 0.087 0.014 0.011 0.012 0.075 84 2.
ACO 0.014 0.016 0.011 0.009 0.014 0.068 0.564

///// Science Publications 112 JCS



V. Saishanmuga Raja and S.P. Rajagopalan / Joofr@@mputer Science 10 (1): 106-114, 2014

Table 2. Results of training and testing

Number of samples

Comparison Algorithms 15 30 60 120
Testing GA 0.08 1.02 2.11 3.18
Time in secs PSO 0.80 1.85 2.78 4.05
ACO 1.20 2.12 2.99 4.15
Training GA 2.85 11.45 15.28 21.28
Time in secs PSO 3.25 13.25 19.65 29.65
ACO 3.75 16.68 21.75 34.25

Table 3. Results of accuracy and average time
No. of Samples

Comparison Algorithms 15 30 60 120
Accuracy GA 100.00 98.00 96.00 92.00
in % PSO 100.00 98.60 95.00 89.00
ACO 97.00 94.00 90.00 86.00
Average time GA 10.80 13.45 15.28 21.28
in seconds PSO 11.25 15.25 19.65 24.45
ACO 18.75 21.68 26.57 32.85
6. CONCLUSION Dehuri, S. and S.B. Cho, 2010. Evolutionarily optied
features in functional link neural network for
In the current work, we have reviewed the classification. Expert Syst. Applic., 37: 4379-4391
optimization algorithms for neural networks based o DOI: 10.1016/j.eswa.2009.11.090
their accuracy, training time and testing time. Wend Dufour, A., O. Tankyevych, B. Naegel, H. Talbot ad
that amongst the three optimization algorithms Al Ronseet al., 2013. Filtering and segmentation of 3D
has performed well in all the evaluations. It iscal angiographic  data:  Advances based on

evident that the Genetic algorithm is most suitafole
training the neural network with minimum time and
minimum mean square error. We recommend Genetic
algorithm as most suitable algorithm for optiminatiof

mathematical morphology. Med. Image Anal., 17:
147-164. DOI: 10.1016/j.media.2012.08.004
Geetha, R. and U.G. Srikanth, 2012. Ant colony

neural network. The limitation observed while ewing optimization in different engineering applications:
the algorithms was that the Neural Network started AN Overview. Int. J. Comput. Applic., 49: 19-25.
mugging up the instead of learning when huge dets s DOI: 10.5120/7720-1091

were given as inputs. Future works can be addretssed Hancock, E.R., R.C. Wilson, T. Windeatt, |. Ulusaryd
compare other classifiers and others evolutionary ~ EScolano, 2010. Structural, Syntactic and Stasitic

algorithms. Others comparison criteria can be s Pattern Recognition. 1st Edn., Springer, Berlin,
the needed speed and the robustness of the algorth ISBN-10: 3540372369, pp: 939.
wrapper approach can be included in the proposediansen, N., R. Ros, N. Mauny, M. Schoenauer and A.
process in order to avoid irrelevant features ower Auger, 2008. PSO facing non-separable and ill-
optimization process. conditioned problems. Universite Paris.
lbric, S.,J. Dijuris, J. Parojcic and Z. Dijuric, 2012.
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