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Abstract: Problem statement: Mathematically little is known of college admissi@riteria as in
school grade point average, admission test scaresné in class and weighting of the criteria iato
composite equationApproach: This study presented a method to obtain weights‘cmmposite
admission” equation. The method uses an iteratreequlure to build a prediction equation for an
optimal weighted admission composite score. Theetfpredictor variables, high school average,
entrance exam scores and rank in class, were ssgrem college Grade Point Average (GPA). The
weights for the composite equation were determitedugh regression coefficients and numerical
approach that correlate the composite score willeg® GPA.Results: A set of composite equations
were determined with the weights on each critamia icomposite equatioonclusion: This study
detailed a substantiated algorithm and based aptimal composite score, comes out with an original
and unique structured composite score equationadmnissions, which can be used by admission
officers at colleges and universities.
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INTRODUCTION weights for admissions and validate these weights
using numerical methods that build a composite
Institutions of higher education vary considerablyadmission score. A common procedure for admission
in the degree to which they are selective in adimiss  decisions is to select a number of predictors éegal
Typically, students may get rejected or accepte@ to performance at college (videlicet, GPA), assign
major of their choice based on a set of acadentierier ~ subjective weights to criteria that predict perfamoe
that a university establishes and uses. This waiiet and then build a composite score (McCormick and
selectivity, perhaps, is one reason that admissiondgen, 1980). To validate the composite equatighs,
practices are not generally well understood byeeithe  scores on the equations will be correlated with the
applicants or their parents. third semester GPA. The College Board and the
Research studies have not tackled the developmeiitrends in College Admission RepdBrelandet al.,
of a logical, mathematical, interpretive and altforiic  2002) show an overwhelming number of US
model in the selection and weighting of admissionuniversities requiring HSGPA, standardized tests, o
criteria to colleges and universities. The usa ¢fvo- Rank In Class (RIC) for admissions to college.
variable criteria for admissions to predict adnssi Since there is a complete absence of a unified and
(Hu, 2002) as in High School Grade Point Averagestandardized set of criteria for admissions in W#es
(HSGPA) and standardized tests, such as the Stholasuniversities around the world, an operational gtmez
Achievement Test (SAT) that predict (directly or approach, describing and justifying the selection a
indirectly) an applicant's probability of academic weighting process of admission criteria is fundaraken
success in the first year of college. However, fewand informative for parents and students. The rgaad
studies have emerged where the index on eacbf this research is to find a statistically valid,
criterion was not validated through an empiricalmathematically logical and applicable admission
numerical and computational approach. In this studymethod aiming at establishing appropriate weigbtsaf
we fill this gap by proposing a way to establish university admissions criterion.
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This study develops a model to weight thecomposite and college GPA dictates the weight for
admission criteria to a college: High School Averag each criterion) (Paolillo, 1982; Youngblood and
(HSA), Entrance Exam Scores (EES) or SAT and RICMartin, 1982). A number of other studies have also
The criteria and weights are summarized in a coitgos confirmed prediction power and use of these vaegabl
equation. The model is algorithmic and applies asuch as high school rank, standardized test score
regression analysis, which then correlates theessgpn ~ (ACT or SAT scores) and RIC to predict college
line with ordinal weighted criteria on a predicted performance (Price and Kim, 1976; Mouw and
college GPA (Maximal correlations between theKhanna, 1993; Beecher and Fischer, 1999; Noble and
average weighted criteria for the composite antegel  Sawyer, 2000; 2002; Xiao, 2002).

GPA dictates the weight for each criteria). Basedhe A variety of studies have provided evidence and
regression, a decision-tree algorithm iterates ariteria for college success (Paolillo, 1982; Sissmd
correlation between the observed college GPA aad thDizney, 1980), generally showing a correlation hestw
result of the ordinal-weighted composite equatibatt university input measures such as standardized test
predicts college GPA. The repetitive calculatiohgom  scores, national exams, SAT and HSGPA on college
ordinal weighted criteria and repetitive correlatic  GPA (Enoet al., 1999; Noble and Sawyer, 2000).
what we call as the numerical analysis that weigmes The use of the regression method is probably one
admission criteria, which in turn is iterated by of the most widely used methods for establishing
decreasing or increasing the coefficients of eaclbalanced weights for admission criteria (McCormick
criteria. The selection of the optimal compositeand ligen, 1980). Other compatible weighting method
equation has different average-weighted criterta m  have also been compardBralicx and Raju, 1982)
composite score, achieved through the correlatioindicating the similarities of these methods. While
between a composite score and college GPA. logistic regression analysis to predict binomial or
discrete outcomes as a valid admission index tiegel
Review of literature: There is a general trend among success (Xiao, 2002) However, not one study has
universities and colleges to use a reliable bakidss approached the weighting of criteria using a
test (home-made within a college or a university),conservative, operative and logical numerical metiwo
HSGPA and the SAT scores, for admittance intovalidate the weights for a set of admission crteri
college (Brelandtt al., 2002). Some leeway in the use Hence, a composite admission score based on
of admission criteria in US universities suggests aegression provides a balanced weight for eachrait
greater support for HSGPA as the predominant ¢aiter and a standard and indicator to whether students ge
for admittance. The most frequent requirement, foradmitted or not (Talley, 1989; Talley and Mohr, 199
both public and private institutions in the US, is
HSGPA. The trends report indicates that a littlereno MATERIALS AND METHODS
than one-half of all four-year institutions in 2000

required a minimum HSGPA and a standardizedro yaa: pata from 2001-2006 of all undergraduate

admission tests like the SAT, underlining  the enrollees in a private university. The study uskd t

diminishing level and use of RIC for admittar{caly b ¢ pd ta starti 'y.th fall fy 2001. Al

about ¥ of the four-year institutions reported. ase-semesler data staring in the fall o ’
identifiers as names of students were removed frem

minimum standards for high school rank).
A number of methods have been established tgata set. The data was accrued from the studemtd’sc

determine the weights for an admission index. Earli Systém. The datmcluded high school average the
studies show that both HSGPA and the standardizel@st2 years of secondary School Entrance Exams (EES)
test scores are the strongest predictors for inigtital O SAT I-Reasoning scores and RIC. The third seenest
selectively of students (Weizman, 1982). Even, withGPA was used as a dependent variable. For example,
many criteria empirically tested, high school ager&s ~ data as high school average, EES and RIC fronofall

a slightly better predictor of first-year collegeP@s of 2001 were entered in the regression to predicegell
2.00 or higher than were admission college testesco GPA (third-semester GPA).

with HSGPA (Noble and Sawyer, 2000; 2002). HSGPA  To counter for irregularity in grading scales, tig
showing a significant prediction power for school grades were standardized for each schoohand
institutional selectivity of studen(dloble and Sawyer, standard score (zalculated using the mean and the
2002) a primary predictor to student success irstandard deviation of the same school. The z wes th
graduate work. Generally, maximal correlationsconverted to nonstandard normal distribution arehth
between the average weighted criteria for theto percentage score.
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The method in this study used regression to predicc5% higher per unit change in EES. An iterated
the third semester after enrollment. Two sets ofpredicted GPA value was calculated using the
regression equations were used, the first regnessiaegression equation. Thus, the iterations definethb
equation included two variables: high school averag SRCR are indexed by i § 1-22). For each iteration, a
and EES. The use of the two-variable predictors i$% weight change was used for the changed criterion
because student's RIC was not available; as manyhe iteration process can be expressed in Eq. 1:
schools do not maintain a RIC or those who enrolled
with the International Baccalaureate scores haRI®  Yi= e+ (1+) X;B1 + (14)) X; B2 (1)

For students who had RIC, a second regression was
used and it included three predictor variables: hHig li
school average, EES (or the SAT-I) and RIC. Re@ess (-)li
coefficients were calculated and standardized woefit |
ratios determined the weighting order of the adimiss |
criteria (i.e., high school average, EES and RIC).

0.05-0.55, at an increment of 0.05

(-) 0.05 to (-) 0.55, at an increment of (=05
1-22

1-2947

PCGPA = 1.403 + (1+l) HSAx 0.012 + (1-1.)
RESULTS (EES)x0.009 2)

Regression using high school average and entrance
exam scores:All grades whether high school average
EES or RIC were all converted to percentage scames.
the first regression, high school average and EE& w
regressed on the third semester GPA. The firsessgn
equation was based on 2947 data points. The sthreir
coefficients of high school average and EES geeeriay

PCGPA = Predicted College GPA
' = Increment
HAS = High School Average

For each iteration, a correlationwas calculated
for the predicted GPA (Y, with the actual third
the regression analysis are shown in Table 1. Th&emester GPA. The highest correlation appeared for
standardized betas of the regression were useutdna weighted coefficient of 1 = 0.1 and I = -0.1, a 10%
ratio referred to as the Standardized RegressiolfCrease/decrease in EES and its converse. This gav
Coefficient Ratio (SRCR). The ratio of 1.55: 1 (thetolerance range_of 1010 '1_0% We'ght mcrease/daere
SRCR: 0.34/0.22 = 1.55, Table 1) for high schoolused to dete_rmlne the weighted criteria for theualct
average to EES indicates, at some permutable lavel, valués of high school average and EES on the
higher weight for high school average to EES (of$A  COMPosite Eq. 2.
which indicates that every unit, change in EES give
55% greater change in high school average. Calculating the weights: A composite equation was

The regression equation was-gpt-such that an constructed based on the criteria of high schoetane
ordinal-weighted scheme was applied on each variabland EES. Through SRCR, a directional increase in
of high school average and EES, by increasing thaveight was allocated for high school average and a
weight on one and decreasing the weight on ther othedecrease in EES. The composite equation was reitera
and its converse. A weighted change on each amiteri 10 times in a positive directional weight increasdigh
of the predicted equation was then used. The weight school average by a maximum tolerance of 10% and
increase/decrease is generally dictated by the SRCRcremented by 1% and a decrease for the weigBES
value, thus, by using a maximum weight insesaf by 1% reaching a maximum tolerance of 10% decrease.

Table 1: Regression results using high schooleyeeand EES

Unstandardized coefficient 3 Standard error Statizied coefficient 3 t Significance
Constant 1.4030 0.063 22.297 0.000
High school average 0.0120 0.001 0.34 12.72 0.000
Entrance exam scores 0.0089 0.001 0.22 8.18 0.000

Table 2: Regression results using high schoolemgrentrance exam scores and student rank

Unstandardized coefficient 3 Standard error Statizied coefficient 3 t Significance
Constant 1.630 0.053 30.733 0.000
RIC 0.003 0.001 0.126 3.733 0.000
Math entrance exam 0.009 0.001 0.239 9.265 0.000
High school average 0.007 0.001 0.281 8.197 0.000
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Considering that each variable would weight equallya third SRCR between high school average and RIC
and add up to a composite of 100%, these criteeil@w because a transitive relation can be implied. Thigyt

in percentage units and then each would have a 50%tio of high school average and EES was at 1.1757:
chance of the total score (Eq. 3). Therefore, thevhich indicates that high school average has an 18%
composite score formula was weighted such that highigher weight for a one-unit increase in EES scores
school average had a higher weight than EES, where The weight ratio of EES to RIC was 1.89:1.

greater proportion was given to high school avelage The weights were constrained through an
shown through SRCR). At each iteration-an increase increase/decrease dictated by the SRCR; thus, by
high school average (above the 50%) and decrease lwlding RIC constant and using a 5% (i.e., 0.05}en
EES (below the 50%)-a correlation was calculatedncreased weight for average high school grade and
between the composite score and the third-semestsimultaneous decrease in EES of 5% and its convarse
GPA. The highest correlation r = 0.48, p<0.000lcorrelation was calculated between the predicted,
appeared for an increase of 10% to a cumulatigeé  weighted college GPA with actual third-semester GPA
weight for high school average and a decrease by 10 o

to a reduced cumulative of 40% for EES. The results/! = € + (1+h) X;By+ (1+1i) XijB 2+X;;Bs (6)

merely validate the weighted predictor regressién Ofor 1 = 0.05. 0.1. 0.15. 0.20. -0.05. -0.1. -0. 1§l a0.2
college GPA. The final weighted score structure isj_ g '

shown in Eq. 4: j=1to1207

CS = ((1+) x + (1-h) x EES)/2 (3)  PCGPA = 1.603 +(1+)xHSAx(0.007) +{IEES

CS = Composite Score x(0.009)+RICx(0.003) (7

for 1 =0.01 to 0.1 at increment of 0.01 PCGPA = Predicted College GPA.

i =1to 2947 The predicted college GPA for the first regression
equation (Eq. 6) showed the highest correlationafor

CS = (0.55) xHSA+ (0.45) x EES (4) tolerance level for an increment between -0.1 ardg 0

(i.e., 10% decrease/increase). A second regressitoh

: ) ; high school average constant and EES and RIC
exam scores and student's rankiin the previous \eighted by a 0.1 increase/decrease (Eq. 8 anAt9).
algorithm, two variable criteria were used to d@lié®  o4ch increment increasing EES by a 0.1 incremeht an
a composite score. When there are more than tWgecreasing by 0.1 for RIC, a correlation was caled

criteria, as high school average, EES and RIC, thgetween the predicted college GPA and actual GPA:
algorithm goes through a decision-tree heuristioe T

criteria as high school average, EES and RIC werdi= e+X;B+ (1+1)X;By+(1)iX;B3 (8)
regressed on the third-semester GPA. The analysss w _
based on 1207 data points. foro: f- 0.1, 0.20,0.3,0.4,0.5,0.6,0.7, 0.8 0.

The standardized coefficients of high schoo|&Nd for .

Regression 2:Using high school average, entrance

average, EES and students’ RIC results are obtaingy= ! 1018

from the regression analysis presented in Tabla® a !~ 1to 1207

its application in Eq. 5: PCGPA = 1.603+HSAx(0.007)+(1-)xEES

PCGPA = 1.630+0.007xHSA+0.009% x(0.009)+(1+1)xRICx(.03) (9)
(EES) + 0.003x RIC ) The results of the second regression showed that a

o . a 10% increase/decrease for EES and RIC respactivel
e e methodelogeal appreac 1o the M- gave the Nighest coreaion coefcent o et

o : A college GPA and the actual third-semester college
criteria. quever, a step-wise weighting methodekias GPA. The composite equation was formulated based on
on a deC|§|on-tree algorithm produced two SRCRy e gecision-tree algorithm. The weights for the-pr
corresponding to two tolerance levels. The SRCRsgjected variable with the highest SRCR showing an
showed th_at the highest standardized regressioa bejycrease in high school average by a tolerancd teive
was for high school average followed by EES andgos that would provide the highest correlation tita
lastly, by RIC. Thus, two comparisons were made: th third-semester GPA and hence, high school average
first between high school average and EES and secomaving a 10% increase in weight. The other two

between EES and RIC. There was no need to calculatgriables would have a 10% decrease in weight to
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compensate for the increase in high school average. DISCUSSION
Because of the two-step increase/decrease in the ] ] )
weighted ratio approach, the variable that has the This study illustrates the development of a logica
highest standardized regression coefficient, \izggh  interpretive and = substantive academic admission
school average would have the highest weightcomposite score. The composite score is simply a
However, it could be implied that each variablegthi Weighted index of high school average, EES or SAT
school average, EES and RIC) has one-third ofdteé t and RIC. The study validates the weighted composite
score. This would not hold in the weighting schemescore by correlating the score with the third-sesres
because of the greater weight ratio given to higiosl ~ college GPA. The algorithm uses regression, which
average when compared with EES and RIC. In effecttypically is used to validate predictive criter@ tollege
the composite formula would be distributed equallyGPA. Once the regression coefficients are caladlate
between high school average, on the one hand asd EEhey create the course for weight tolerance leeeid
and RIC, on the other. Thus, each would have a 0.grovide the directional weight increase/decreas¢héo
chance for a full score. This allocation is basedtle ~ Criteria used in the composite equation.
SRCR where high school average produced a 110% It is shown through numerical methods that the
cumulative increase over EES and RIC combinedCorrelation with college GPA of a composite equatio
Thus, allocating 50% of the weight to high schootia Constitutes an evidence of an objective measure and
50% for EES and RIC combined gives a substantivéalculation. The method can be seen as a model for
conservative approach. Therefore, a 10% increase hich other variables can be used as criteria for
high school average would require a 10% decrease @gdmission. The method is very conservative in that
EES with RIC combined. uses the regression equation and establishes igatae
We introduced a range of reduced weights for thé®aS€d on the regression coefficients to obtain a
two combined variables EES and RIC. The incremenf0lérance level as a best predictor for GPA. The
change for the two combined variables ranged betweePr€dictor variables accurately use the SRCR as the
0.9 and -0.9 with 0.1 incremented runs as to caieel guide for weighted limits. Homogeneously distrittlte

i ) A . weights on the composite equations were altered
gllﬁgvr/?r:gj-lzsgq%s'ter GPA; this can be expressedén t through a decision-tree approach, which alterndtes

weights for each variable sequentially with the
weighted change between a maximum of two variables
PCS = (L1xHSA)/2+(EESx(0.9-)+RICx(1))/2  (10) (criteria) at a time, until all possible combinatinare
exhausted. The composite score equation is then
PCS = Predicted Composite Score. weighted with respect to the tolerance levels. The
The composite Eq. 10 had the weights decreaskighest correlation between predicted college GRA a
then increase on EES and RIC (ordered according tactual college GPA provides the optimal weighted
SRCR) from a value of -0.1 to -0.8 and from 0.-0.8Criteria on a composite equation. This validation
respectively; at an increment of 0.1. At each inwat ~ OVerlaps with the predicted regression equatioh vst
a claculated predicted composite score, was caeatla Weighted criteria. The significance of this methisd
with third-semester GPA. The highest correlationthat it can effectively predict college success &neds

appeared for a 0.1 increment (10%), which decrease@elp admission officers set the criteria for adinisgo

the EES bv 0.8/2 and RIC bv 0.1/2. The best possibl2 college. The composite score can also definecand
. yu . y u.lle. he be used for cut-off scores based on admission yolic
weights for a valid, appropriate and empirically

. . . . We would also show in future work that admissiot+ cu
substantiated weight according to the final outplit 45 coulg be empirically validated through numatic
the three iterations could be calculated in themethods (iterative procedures) and thus, not alhege

following manner: a subjective procedure. Developing weights in the
composite equation constitutes a better approadmwh
«  Weight for high school average= ((1.1)#2p0 = compared with subjective determination process.
55% Subjectivity is probably a necessary approach to
.+ Weight for EES = ((0.9-0.1) /2) x 100 = 40% creating an index, particularly in choosing a cfit-o

. ; : = —£o score for performance in college, (i.e., collegeAEP
Weight for Rank in Class = (0.1/2) x 100 = 5% (Xiao, 2002). Results of the regression and nurakric

] ) ) analyses suggest thatnmmber of criteria can be used
The final composite equation structure andwjthin a composite equation and have a specific

weighted coefficients is expressed in 11: application for the prediction of GPA.
Another important finding in this study, as
CS = (0.55) HAS+(0.4)EES+(0.05)RIC (11) other studies have shown, is that high school aeeis
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the most important variable to predict college Mouw, J. and R. Khanna, 1993. Prediction of academi
performance (Noble and Sawyer, 2000; Hu, 2002, success: A review of the literature and some
Noble and Sawyer, 2002). In comparing the weight of = recommendations. College Stud. J., 27: 328-36.

high school average with EES or RIC, it is cleaatth Noble, J. and R. Sawyer, 2000. Predicting different

high school average is a consistent, valid andlvkdi levels of academic success in college using high
factor that is associated positively with collegeAs school GPA and ACT composite score. ACT.
http://act.org/research/researchers/reports/pdf/ACT
CONCLUSION _RR2002-4.pdf
Noble, J. and R. Sawyer, 2002. Accuracy of highosth
The results of this study have important imploas grades and college admissions test scores for
for admission officers at universities and collegesa predicting  different levels of academic
broader context, it provides a method to weighteda achievement in college. Proceeding of the
for admissions using the multiple regressions dral t Association for Institutional Research 42 Annual

algorithmic  decision-tree  approach. We invite Forum, June 2-5, ERIC, Toronto, Ontario Canada,
researchers to work out the algorithm in their own  pp: 1-24.

institutions. We would encourage others to usetaddil  Paolillo, J.G.P., 1982. The predictive validityssiected
variable criteria for creating a composite equatou a admissions variables relative to grade point awerag
number of criteria as predictors for success iregel earned in a master of business administration. Educ
(Rowe et al., 1985). Some of these factors could  Psychol. Measure., 42: 1163-1167. DOL
illuminate and can be used in composite equations. 10.1177/001316448204200423 o
Future research might include better outcome measur Price, F.W. and S.H. Kim, 1976. The association of

like success in work, satisfaction in college, npiove college performance with high school grades and
the predictive power of the admission index. college entrance test scores. Educ. Psychol.
Measure, 36: 965-970. DOI:
10.1177/001316447603600422
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