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Abstract: The study investigated the relationship between statistical 

outliers and the inconsistent values of the CD4 count recommended for 

starting the Antiretroviral Therapy (ART) by HIV-positive patients. Low 

CD4 counts imply a low immune system. It could be due to AIDS existence 

or closeness to death. An effective treatment to curb HIV impact is ART, 

which is recommended for low CD4 counts. However, countries differ in 

the values used. Developed nations recommend start of ART when the CD4 

is still high in order to curb its development. Poor countries use very low 

CD4 counts. Some countries keep changing the CD4 value for this purpose. 

The problem is that when CD4 counts are too low, HIV may already be too 

advanced, making it difficult to save the patient from progression to full 

AIDS. There should be CD4 values derived using scientific methods to 

assist in standardizing the CD4 count value for ART commencement. 

Using a retrospective single-site cohort study design, the study analyses the 

CD4 counts using robust statistical methods together with conventional 

statistical methods to study outliers and then derive a compromise CD4 

count value that could serve as the standard cut-off starting point for using 

ART. The CD4 count confidence limits showed outliers to be above 300 

cells/mm
3
. The lower bound of 0 cannot happen to any living person. The 

300 upper bound is a value within the manageable outliers that has not 

reached critical HIV state. However, this value is near risky CD4 count 

values. The CD4 count of 300cells/mm
3 
indicates deteriorating HIV. If it is 

set as the starting point of taking ARVs, the patients involved can be saved 

from reaching painful states of lower CD4 counts.HIV patients’ immune 

systems at this level can still be boosted without them showing physical 

weakness from eye inspection. 
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Introduction 

Curbing HIV/AIDS is undoubtedly desirable. ART 

was suggested for every HIV positive patient 

(Lichterfeld and Rosenberg, 2011). CD4 elicits ART use 

because low values signal HIV spread and immune 

system harm. ART are useful for HIV positive patients, 

especially for CD4 below 350 cells/mm
3
. Poor countries 

recommend starting ART at 200 cells/mm
3
. These values 

have also changed many times. Studying CD4 outliers is 

vital to manage HIV. Large outliers indicate HIV 

severity. Statistical modelling can help to detect 

severities in HIV, while robust methods help to 

understand the bulk of the data such that outliers do not 

distort meanings (Andersen, 2008). Robust statistical 

methods are specialised methods that can resist 

influences of outliers (Tofallis, 2008). 

CD4 Outliers 

An outlier is an observation lying very far from other 
values in a random sample, either being unreasonably 
low or high (Alqallaf et al., 2009). CD4 outliers are 
particularly important in identifying severe HIV status. 
Robust methods enable understanding the data even 
when outliers influence analyses. Outliers are not always 
clearly visible. When using traditional statistical 
methods, outliers may be masked and the estimates of 
residuals may be inflated (Maronna et al., 2006). In CD4 
counts, outliers can distort actualities and severities may 
be obscured. Hence, the use of robust methods maintains 
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meanings from bulks of data while identifying anomalies 
that may be revealing severities. 

Robust Statistical Methods 

Some efficient robust statistical methods developed 

along common traditional methods are: Least Absolute 

Deviation (LAD), Least Trimmed Squares (LTS), S-

estimation and M-estimators (Strutz, 2010). Upgrading 

robust methods includes MM-estimation which combines 

the robustness of S-estimation with the efficiency of M-

estimation. Robust methods can assist in outlier 

identification, which is sometimes difficult and ensuring 

that outliers do not distort the results (Dawson, 2011). 

Outlier Detection 

Let Q1 and Q3 be the first and third quartiles of a data 

set and k a fence constant normally chosen to be either 1.5 

or 3. According to Dovoedo (2011), Tukey’s boxplots 

boundaries’ method defines outliers as observations 

outside the interval with lower and upper boundaries: 
 

( )1 3 1
Q kL Q Q− −=  (1) 

 

( )3 3 1
Q kU Q Q+ −=  (2) 

 

HIV Treatment and Health 

The CD4 count of a healthy person ranges from 500 

to 1,200 cells/mm
3
. Below these values for HIV positive 

patients are signs for requiring ARVs. The U.S. 

Department of Health and Human Services (HHS) 

provides guidelines on using ARVs and other HIV 

medicines to treat HIV infection (Sieleunou and 

Souleymanou, 2009). These guidelines recommend that 

all HIV positive people should take ART and emphasise 

that everyone with a CD4 count below 350 cells/mm
3
 

should use ARVs. If an HIV-infected person’s CD4 

count drops rapidly or is below 200 cells/mm
3
, starting 

ARV is imminent (Lichterfeld and Rosenberg, 2011). A 

CD4 increase is a sign of immune system recovery. 

Statistical Techniques 

Robust Statistical Methods 

Least Absolute Deviation 

Least Absolute Deviation (LAD) is a robust statistical 

optimization procedure comparable to the general 

Ordinary Least Squares (OLS) technique that 

approximates a dataset. To design the LAD problem, 

Wilcox (2011) proposes a data set of points (xi, yi) with i 

= 1, 2, ..., n in which the problem is to find a function f 

of a specific form containing parameters to be 

determined such that yi≈f(xi). The approach is to search 

for estimated values of the unknown parameters that 

minimise the sum of the absolute values of the residuals: 

( )
1

n

i i

i

S y f x
=

= −∑  (3) 

 

M-Estimator 

M-estimators are a robust comprehensive class of 

estimators obtained as the minima of sums of data 

functions (van de Geer, 2000). Considering a family of 

probability density functions f parameterized by θ, a 

MLE of θ is calculated for each data set by maximising 

the likelihood function over the parameter space {θ}. 

When the observations are independent and identically 

distributed, a MLE θ̂ satisfies: 

 

( )
1

ˆ argmax ,
n

i

i

f x
θ

θ θ

=

 
=  

 
∐  (4) 

 

Least Trimmed Squares 

Least Trimmed Squares (LTS) is a robust 

statistical method that fits a function to a data set (Li, 

2005). In OLS, the estimated parameter values β are 

those values that minimise the objective function S(β) 

of squared residuals: 

 

( )
2

1

n

i

i

S r β
=

=∑  (5) 

 

For a LTS analysis, this objective function is 

replaced as follows: For a fixed value of β, let r(j)(β) 

denote the set of ordered absolute values of the 

residuals. It is sensible to identify the outliers by 

using Equation 1 and 2. LTS is obtained from 

Equation 5 by removing the outliers. 

Measures of Accuracy 

Consider the observations y1, y2,...yn and the 

corresponding estimates 
1 2
ˆ ˆ ˆ, ,...

n
y y y

 
generated from a 

prediction model. The errors are: 

 
ˆ 1, 2,...

i i
e y y for i n= − =  (6) 

 

Thus, large deviations from the estimates will give 

large error values. Accuracy measures are defined 

using these errors. Hence, large measure values imply 

less accuracy of the prediction model. The measures 

are the Cumulative Forecast Error (CFE), Mean 

Absolute Deviation (MAD), Mean Squared Error 

(MSE), Root Mean Squared (RMSE), standard error 

(se), Mean Absolute Percentage Error (MAPE) 

(Elamir, 2012) defined as: 

 

1

n

i

i

CFE e

=

=∑  (7) 
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This measure adds the errors together and can be 

used to show if the model is over forecasting above the 

actual values (CFE<0) or under forecasts (CFE>0): 
 

1

1
n

t

i

MAD e
n

=

= ∑  (8) 

 
The MAD measure is an average of the absolute 

errors. Smaller values of MAD show more accuracy of the 

predictor model while larger ones imply less accuracy:

  

2

1

1
n

t

i

MSE e
n

=

= ∑  (9) 

 
The MSE measure is an average of the squared errors 

and has useful mathematical properties related to the 

variance. Also, smaller MSE values show more accuracy 

of the predictor model: 
 

RMSE MSE=  (10) 
 

The RMSE measure is the square root of the MSE 

and the two measures are interpreted in the same way: 
 

( )
2

1

1

1

n

e i

i

s e e

n
=

= −

−

∑  (11) 

 
The se measure is a standard deviation of the errors. 

Smaller values are also indicators of more model accuracy: 
 

1

100
n

i

i i

e
MAPE

n A
=

= ∑  (12) 

 
The MAPE measure is a percentage of the absolute 

errors, with smaller values also showing more predictor 

model accuracy. 

Statistical Inference 

Statistical inference refers to the process based on 

analysed data to deduce properties of an underlying 

distribution (Held and Bové, 2013). It makes propositions 

about a population using data. Problems in statistical 

inference are often related to statistical modeling. 

Basically, statistical inference conclusions are statistical 

propositions such as point estimate, interval estimate, 

rejection of a hypothesis and clustering of data points into 

groups, among others. In this study, estimation is used and 

the cut-off measure derived is a result of this system. 

Methods 

This was a retrospective cohort study on CD4 counts 

of HIV positive patients from January 2006 to December 

2013 attending treatment at the Tshepang Clinic of Dr. 

George Mukhari Academic Hospital in Gauteng Province, 

South Africa. Tshepang Clinic receives patients from 

clinics in surrounding townships and villages. The clinic 

aims to curb HIV advancement and improve ART. The 

HIV patients’ records for the stated period were about 

350, which made the study population. The study used all 

the useful records of the entire population. Thus the 

sample consisted of the remaining records (318) after 

eliminating the unsatisfactorily ones. 

Results 

CD4 Count Statistics 

Table 1 shows abridged CD4 counts. The bulk of the 
values range from 0-200 and a notable amount is seen 
from 201-400. Few other values appear to be higher than 
401. These may be considered candidates to be outliers. 

Figure 1 shows the spread in the CD4 counts and 
the number of patients. The tail of values is shown 
from 401 upwards.  

Initial Outlier Identification 

Equation 1 and 2 provide the lower and upper limits 

for outlier identification. Let k = 1.5 to enhance stable 

confidence intervals and to avoid L that is too deep in 

the negatives. Using the crude quartiles from Table 1, the 

lower and upper limits are: 
 

( ) ( )1 3 1
1.5 150 – 50  50 –100Q k Q QL − == −= −  

( ) ( )3 3 1
 150 1.5 150 – 50  300k Q QU Q + = =−= +  

 
There are no small outliers since the L = –100 

cells/mm
3
 is below all the CD count values in Fig. 1 and 

Table 1. Actually, all CD4 counts ≥ 0. Since L = 300, 

there are 28 CD4 counts identified as (potential) outliers 

in class intervals above lower limit 300 in Table 1. 

Statistics Grouping for ART Purpose 

Table 2 indicates 247 (77.7%) bulk of patients below 

200 cells/mm
3
, who should take ARVs. The next larger 

group were between 200 and 350 cells/mm
3
, which were 

also recommended to take ARVs. Outliers in this case 

are only 14, being the healthy ones (>500 cells/mm
3
) and 

the less severe one sat 350-500 cells/mm
3
. 

Table 3 displays the descriptive statistics of the 
original CD4 count values with their potential outliers. 

Table 4 displays the original mean deviation 
measures of the CD4 counts. 

Table 5 lists the outliers identified in the box plot 

in Fig. 2. 

Identifying Outliers 

Robust methods are used as there was evidence of 
outliers. The analysis identified 18 outliers which were 
CD4 counts above 300 cells/mm

3
. The box plot Fig. 2 

identifies them. 
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Fig. 1. Shows the spread in the CD4 counts and the number of patients. The tail of values is shown from 401 upwards 

 
Table 1. CD4 counts 

CD4 Frequency Percent 

0-100 138 43.4 

101-200 110 34.6 

201-300 42 13.2 

301-400 16 5.0 

401-500 8 2.5 

501-600 3 0.9 

601-700 1 0.3 

Total 318 100.0 

 
Table 2. Grouped CD4 count statistics 

CD4 Frequency 

0 to 200 247 

200 to 350 57 

350 to 500 10 

500 or more 4 

Total 318 

 
Table 3. Descriptive CD4 count statistics 

Mean 137.927673 

Standard error 6.238083763 

Median 117.5 

Mode 30 

Standard deviation 111.2409687 

Sample variance 12374.55311 

Kurtosis 2.28654435 

Skewness 1.35006011 

Range 619 

Minimum 2 

Maximum 621 

Sum 43861 

Count 318 

Confidence level (95.0%) 12.27327796 

 
Table 4. Original mean deviation measures of CD4 counts 

CME MAD MSE MAPE SE 

-1.4E-05 26949.67 3922733 930.51 6.22 

 
Figure 2 displays the Box plot to identify potential 

CD4 outliers. 
The box plot confirms the possibility of outliers. It also 

confirms that there are no outliers below the lower limit. 
However, instead of 18 outliers, 12 outliers identified. 

Table 5. CD4 outliers 

#227 = 621 

#309 = 539 

#32 = 547 

#268 = 509 

#304 = 489 

#222 = 479 

#226 = 495 

#29 = 439 

#38 = 460 

#303 = 430 

#160 = 405 

#253 = 408  

 

Summary Statistics 

The next presentation considers new ‘resampled’ data 

when outliers have been removed. 

Table 6 uses fewer ‘responses’. According to 

Equation 2, there are still CD4 values above 300 

cells/mm
3
. 

Table 7 displays summary statistics without outliers. 

Table 8 displays the original mean deviation of CD4 

counts. 

Table 9 displays the original mean deviation of less 

CD4 counts. 

Table 10 displays the original mean deviation of less 

CD4 counts and VL outliers. 

Robust Statistical Measures 

The robust measures assessed from the above 

analyses are LAD, M-estimator and LTS. 

Analysis of Results 

Twelve (12) out of 14 measures were affected. 

Outliers therefore affected 85.7% (12/14) of the 

measures. This indicates the effect of outliers on the 

descriptive statistics. 

Estimating the Robust Measure Values 

Table 12 displays the original mean deviation of CD4 

counts less outliers and leverage points. 
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Fig. 2. Box plot of CD4 counts 
 
Table 6. Grouped CD4 counts: Outliers removed 

CD4 Frequency 

0 to 200 247 

200 to 350 57 

350 to 500 2 

Total 306 
 
Table 7. Descriptive CD4 counts 

CD4 

Mean 124.3137255 
Standard error 5.045316852 
Median 111 
Mode 30 
Standard deviation 88.25699958 
Sample variance 7789.297975 
Kurtosis -0.337132788 
Skewness 0.64131174 
Range 365 
Minimum 2 
Maximum 367 
Sum 38040 
Count 306 
Confidence level (95.0%) 9.928035022 
 
Table 8. Original mean deviation measures of CD4 counts 

CME MAD MSE MAPE SE 

-1.4E-05 26949.67 3922733 930.51 111.24 
 
Table 9.Mean deviation measures of CD4 counts less CD4 outliers 

CME MAD MSE MAPE SE 

-3E-06 22216.15686 2375735.88 826.9120 5.0453 
 
Table 10. Mean deviation measures of CD4 counts less CD4 

and VL outliers 

CME MAD MSE MAPE SE 

-0.008 21735.8 2380897 821.8535 5.2217 

Table 11. CD4 descriptive statistics of different condition 

 Original No outliers 

Mean 137.9277 129.8738 

Std Error 6.238084 5.550239 

Median 117.5 117 

Mode 30 30 

Std Dev 111.241 96.29305 

Sample Var 12374.55 9272.351 

Kurtosis 2.286544 1.042803 

Skewness 1.35006 0.963119 

Range 619 545 

Minimum 2 2 

Maximum 621 547 

Sum 43861 39092 

Count 318 301 

95% c. lev 12.27328 10.92233 

 
Table 12. Mean deviation measures of CD4 counts less outliers 

and leverage points 

 MAD MSE MAPE SE 

Data 26949.7 3922733.0 930.5 6.2381 

No outliers 22216.2 2375735.9 826.9 5.0453 

 

Discussion 

Least Absolute Deviations 

LAD is the lowest sum of the absolute residual 
values. From Equation 3, removing outliers leads to the 
lowest MAD in Table 12. Thus, LAD = 22216.2. 

M-Estimators 

M-estimators are estimators obtained as the minima 

of sums of functions of the data, obtained using Equation 

4. These are equivalents of minimum MAPEs using the 
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observed values as the divisors, identified in Table 12. 

Hence, is M-est = 816.9. 

Least Trimmed Squares 

LTS is a robust statistical method that fits a function to 
a data set of data, which curtails the sum of squared 
residuals in Equation 5, also in Table 12. Then, LTS = 
2375735.88. The standard error is smaller for ‘No outliers’ 
row in Table 11, which seems to confirm that the idea of 
removing outliers leads to unaffected statistical results. 

Discussion and Conclusion 

The values obtained for robust measures are LAD = 
22216.2; LTS = 2375735.88 as well as Mest = 826.9. The 
statistical outliers obtained from robust methods and 
extreme values that are prescribed in the starting cut-off 
for starting to use ARVs did not indicate to have any 
relationship. However, the adjustment based on 
statistical guidelines is possible and can be a useful 
adjustment in increasing ARV usage by HIV patients in 
order to manage HIV. More specifically, the value of 
300 cells/mm

3
 was obtained for an upper bound. 

Recommendations 

The study recommends that: 
 
• Health Authorities should revise the starting level of 

using ARVs to 300 cells/mm
3
 

 
The study also recommends that a study: 

 
• Should be conducted determine the CD4 counts that 

relate to death stage of a HIV positive patient 
• Similar to this one should be undertaken on a 

bivariate sample of CD4 counts and viral load and 
compare the results 
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