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ABSTRACT

This study presents a comparison of recognitiofopeance between feature extraction on the T-Zaoe &rea
and Radius based block on the critical point. Aoh& face image is first divided into small regiavirere Local
Binary Pattern (LBP) histograms are extracted &ed toncatenated into a single feature vector. fEaisire
vector will further reduce the dimensionality scdeusing the well established Principle Comporferalysis
(PCA) technique. On the other hand, while the nagLBP techniques focus in dividing the whole imagto
certain regions, we proposed a new scheme, whlsés on critical region, which gives more impacthe
recognition performance. This technique is knowrRadius Based Block Local Binary Pattern (RBB-LBP).
Here we focus on three main area which is eyeuint) eyebrow), mouth and nose. We defined foticati
point represent left eye, right eye, nose and mdiatm this four main point we derived the nextenpoint. This
approach will automatically create the redundancyairious regions and for every radius size windorwbust
histogram with all possible labels constructed. dtixpents have been carried out on the differest sethe
Olivetti Research Laboratory (ORL) database. RBBRL&btained high recognition rates when compared to
standard LBP, LBP+PCA and also on T-Zone area. r@sult shows of 16% improvement compared with
LBP+PCA and 6% improvement compared with LBP. Quuiss proves that the RBB-LBP method, reduce the
length of the feature vector, while the recognifi@nformance is improved.

Keywords: Principle Component Analysis, Local Binary Pattdface Recognition, ORL, RBB-LBP

1. INTRODUCTION operates on a closed-set scenario (the individoal t

identify is present in the database), while auticatibn

Face recognition is one of the few biometric method operates on an open-set scenario, where peopless fa

that possess the merits of both high accuracy emd | not present in the database could try to fool tretesn.
intrusiveness. Since the early 70’s, face recagmitias  Although these tasks are slightly different, botbhdes
drawn the attention of researchers in various dielthich usually share the same classification algorithmsthis
include security, psychology, image processing andstudy, the focus is on the face authentication.task

computer vision. A face recognition system can bedu Existing face recognition algorithms are often ded
in two modes: Authentication (or verification) and into two categories: Holistic matching method aadal

identification. An authentication system involves matching method, depending on the way the face émag

confirming or denying the identity claimed by an is processed. In holistic matching method, the wiliate
individual. On the other hand, an identificatiorstgm image is represented as a high-dimensional veboe.
attempts to establish the identity of a given permsot of to the size of dimensionality, such vectors canbet

a pool of different people. Identification geneyall compared directly. Hence, holistic methods use
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dimensionality reduction techniques to resolve this eight neighbors of a pixel, using the value of the
problem and thus derive lower-dimensional vectars f center pixel as a threshold in which extensive istsid
subsequent classification. The most popular exasnple have been done regarding the threshold value (Meslg
among such approaches are based on Principa2010). All neighbors that have values higher thhe t
Component Analysis (PCA) (Turk and Pentland, 18819  value of the central pixel are given value 1 ardtledse
on Linear Discriminant Analysis (LDA) (Etemad and that have values lower or equal to the value of the
Chellappa, 1997). The general idea behind thisajlob central pixel are given value 0. The eight binary
approach is to extract the main information in the numbers associated with the eight neighbors are the
training set as represented by some template inthgés read sequentially in the clockwise direction tonfioa
capture most of the variability in the data. Thisdone  binary number. This binary number or its equivalent
by calculating the vectors which is the eigenvestof  in the decimal system may be assigned to the dentra
the covariance matrix for the training set, thastbe Pixel and it may be used to characterize the local
represent this small region of image space. Bygisin texture. The process is shownRig. 1.
only the eigenvectors with eigenvalues (that isvabo Later the LBP operator was extended to use
some threshold defined) a new data set is obtained’€ighborhoods of different sizes (Oja al., 2002;
with less dimensions, but still with the most imgot ~ Shuichenget al., 2007). In this case a circle is made with
characteristics of the original data. So the mdiaiof ~ radius R from the center pixel. P sampling poinistiee
PCA, used for face recognition, is that the origina ©dge of this circle are taken and compared withvetiee
data is transformed to a different space, with fewe Of the center pixel. To get the values of all sanl
dimensions, in which it is easier to measure thePOints in the neighborhood for any radius and any
relevant differences and similarities between them. ~ number of pixels, (bilinear) interpolation method i
On the other hand, local matching methods arenecessary. For example, if the coordinates of #rder
typically employs a set of local observations aixal pixel are kc, yc) then the coor_dmates of |B.ne|ghbors
from the face image to derive a model of an indiaig ~ (XP YP) on the edge of the circle with radiéscan be
which is subsequently used for recognition. Onghef ~ calculated with the sinus and cosines wherés the
most representative systems in this family is toedl  Stepsize of its circumference Equation 1 and 2:
Binary Patterns (LBP) (Ahonenet al., 2006;
Rodriguez and Marcel, 2006), where the face
represented by a set of concatenated LBP histograms

is Xp =X + Rcos(271p / P) (1)

each one being computed in a different block okfsix Y, =Y. + Rsin(277p/P) (2)
along the image. Recognition is then performed by _ _ _
measuring the similarity between histograms. From the given formulafrig. 2 shows the graphical

The main objective of this is paper to present arepresentations of interpolated pixel calculated fo
‘significant facial region’ in human face area anybrid central pixel (4,4).
techniques of holistic and local based featureagxion Ojala et al. (2002) also noticed that most of the
method in face authentication. The eye and nosenmeg texture information was contained in a small sub§&BP
was providing high accuracy compared to the mouthpatterns. These patterns, called uniform patteorsain at
region as tested independently (Zeual., 2007). In most two bitwise O to 1 or 1 to O transitions (aiaz binary
traditional pattern recognition systems, globaltééa  .,4e) 11111111, 00000110 or 10000111 are forriosta
extraction method such as PCA is widely used to uniform patterns. They represent primitive micratfees

reduce the dimensionality. The use of Principle such as lines. edaes and cormndiaure 3 shows some
Component PCA for face recognition has been ines, edg Y
exture primitives detected by LBP.

described by several research groups (Turk and! | ) ) ) o
Pentland, 1991; Etemad and Chellappa, 1997; @hah, Figure 4 shows an image which is split into an
2010) in the last decade. While on the pixel lewel image with only pixels with uniform patterns andg it
local feature extraction the LBP had emerge inte th LBP image. These images are created by using the
new dimension in Face recognition study. standard LBP operator. From our observation, the
image with only pixels from uniform patterns will
contains a considerable amount of pixels, with 88%
The original LBP operator was introduced by the original image. Thus, by taking only the pixefih
(Ojala et al., 1996). This operator works with the uniform patterns, the background is also preserved.

1.1. Principles of Local Binary Pattern
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Fig.1. The original LBP Operator
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Fig. 3. Texture primitives detected using LBP

Fig. 4. Uniform image (left), LBP image (left)
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This is due to most of the background pixels are
having the same color (same gray value) and theis th
patterns contain zero transitions. Most of the |sixe
around the mouth, the nose and the eyes (especially
the eyebrows) have uniform patterns.

1.2. Feature Vectors

The LBP code cannot be calculated for the pixels in
the area with a distance R from the edges of thegéen
This means that, in constructing the feature vector
small area on the borders of the image is not used.

For an NxM (heightwidth) image the feature vector
is constructed by calculating theLBP code for evexgl
(X Yo) with x./7 {R+1,...N-R} and y.[{R+1,...,M-R},
where R is a radius length. If an image is dividie
kxk regions, then thehistogram for regidq, (,), with
k. /41,....k} andy,/{1,...,.K}, canbe defined as:

Hi(Ke k) = S H{LBRoR(X Y) = L(D)}, i=1,..,P(P-1) +3
Xy

And L is the label of bin | and P is the number of
point selected.

The feature vector effectively describes the fatéhoee
different levels of locality: The labels contairfarmation
about the patterns on apixel-level; the regionsyhich the
different labels are summed, contain informatioracgmall
regional level and the concatenated histogramsigeoa
global description of the face.

1.3. Comparing Feature Vectors

To compare two face images, a Sample (S) and a
Model (M), the difference between the feature vesto
has to be measured. This can be done with several
possible dissimilarity measures for histograms:

Histogram intersection Equation 3:

K2 [ P(P-1)+3
D(S,M):Z[ > min(S; ,M,j)J (3)
=1

i=1

Log-likelihood statistic Equation 4:

2 [P
L(S,M) :Z(-

=1

1)+3
" log, | @

1

Chi square statistif) Equation 5:

T ] (©)
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In these equationS; and M;; are the sizes of bin i
from regionj (number of appearance of patterfi) in

regionj). Because some regions of the face images (for

example the regions with the eyes) could contaimemo
useful information than others, a weight can befset
each region based on the importance of the infoomait
contains. Ahoneret al. (2004) stated that, thg? (5)
performs better than histogram intersection (3) trel
log-likelihood statistic (4). This weighteg? for two
(face) images, which is calculated from the hishogs,
is a measure for the similarity between these imagke
lower the value of they’ (also called the ‘distance’
between the two images), the bigger the similarity.

2. MATERIALSAND METHODS

We have divided our experiment into two sectiorstfi

section focuses on T-zone face area. In the prdpose

scheme for each face image is not taken as a wbole,
we consider for certain regions, which gives monpact
to the recognition. Based on (Zetal., 2007), the eye and
nose regions represent the most important chaistaesr
This technique is also known as T-Zone based tampla
Figure 5 shows the T-Zone face image. AsHig. 6, the

T-Zone images are divided into 10windows to provide

more efficient representation of the face region.
The window size is almost an equal size of1R® By
dividing the images into m windows, the length bé t

feature vector becomes m times larger. For every.

window a histogram with all possible labels is
constructed. This means that every bin in a histogr

represents a pattern and contains the number of it

appearance in the windows or region. The featuctove

individual histogram for each region anéig. 8
illustrates the histogram combination of all region

In the second section, our experiment is based on
the aesthetic values of the face image (Dawteal.,
1977; Elliset al., 1979; Fraseet al., 1990; Younget al.,
1985), which shows that the eye, nose, mouth and
eyebrow region represents the most important
characteristics for a person compared to the cheeks
forehead and chin.

While based on (Javiét al., 2001; Sinhaet al.,
2006; Keil, 2009) the neurophysiologic study, thye e
and eyebrow region are critical followed by mouth
and nose region. These study shows the recognition
performance using 3 datasets (without eyebrow, eye
and normal) that the one without eyebrow drops
dramatically as compared to other sétigy(9).

As the original LBP techniques focus in dividing th
whole image into regions, the proposed scheme é&scus
on critical region, which gives more impact to the
recognition performance as discussed above. This
technique is also known as Radius Based Block Local
Binary Pattern (RBB-LBP). Here we focus on threémma
area which is eye (including eyebrow), mouth andeno
We defined four critical points represented as &fée
(Ty), right eye T»), nose T5) and mouthT,). From these
four main points we derived the next nine poifyT13)
as shown irFig. 10.

Based on the points generated, images are divided
into T, windows to provide more efficient
representation of the face. The window size isaotad

based on the radius from 3 to 10 in size. By didi

the images into m windows, the length of the featur

is then constructed by concatenating the re(‘:]iomj“vector becomes m times larger for every radius ehos

histograms to one big histogram. Once the LocahBjin
Pattern for every pixel is calculated, the featetor of
the image can be constructed.

For every region all non-uniform patterns (more
than two transitions) are labeled with one singlleel.
This means that every regional histograms, it csigsi
of P(P-1)+ 3 bins: P(P-1) bins for the patternshwit
two transitions, two bins for the patterns with aer
transitions and one bin for all non-uniform pattern
The total feature vector for an image contains {P(P
1)+3) bins times with the number of region. So, dor
image divided into 10 regionsFig. 6) and eight
sampling points on the circles, the feature vebes a
size of 590 bins.Figure 7 shows samples on the
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Figure 11a shows region with radius; from a point and
Fig. 11b shows region with radius, from a point.
This approach will automatically create the
redundancy in various regions and for every radius
size window, a robust histogram with all possible
labels are constructed.

This means that every bin in a histogram represgnts
pattern and contains the number of its appearantkei
windows or region. We also test the combination of
various sizes of radius windows as showrim 11c. The
feature vector is then constructed by concatenatieg
regional histograms to one big histogram. OncelLfBE
for every pixel is calculated, the feature vectdrtie
image can be constructed.
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For every region of all non-uniform patterns (more  This study employs the Olivetti Research Laboratory
than two transitions) are labeled with one singlel. This ~ cambridge (ORL) database (Samaria and Harter, 1994)
means that for every regional histograms, it ct;sisP(P-  to obtain and compare the results of proposed rdetho
1)+3 bins: P(P-1) Bins for the patterns with twangitions,  with other similar approaches. It is a relativelyad!
two bins for the patterns with zero transitions amé bin ~ database comprising 400 unregistered images of 40
for all non-uniform patterns. The total feature teedor people with 10 samples for each person. The sarapées
an image contains (P(P-1)+3) bins times with thelper grey scale and sized at>@212 pixels. All the images
of region. An image is divided into 13 regions and were taken against a dark homogenous backgrourd wit
eight sampling points on the circles, where thdéuiga  the subjects in an upright, frontal position, wibkerance
vector has a size of 767 bin&igure 12 shows  for some tilting and rotation of up to about 20hey
samples on the individual histogram of each region,contain large within-class variance in lighting,spoand
Fig. 13 shows histogram with radius 10 afdg. 14 appearance due to the presence/absence of glasgds/f
shows histogram with combination of radius 3 and 10 hair ~ and different  times of  capture.

Fig. 5. LBP Image (left) and T-Zone LBP Image (right)
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Fig. 6. Face image divided into 10 regions
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Fig. 14. Combination of histogram with radius 3 and 10

A total of 200 images are used for training and
another 200 are used for testing. Each training set
contains of 5 randomly chosen image from the same The Olivetti Research Laboratory face database was
class in the training stage. There is no overlapused in our experiments. Each photo is an imagizefof
between the training and test set. The preprocessed2x112 pixels and quantized to 256 gray levels. Wedest

3.RESULT

images and possibly the training data are fed ith&o

experimental algorithm which performs the feature orientation,

extraction. We test three types of algorithm whicla

200 images of 40 individuals. In spite of smallatiain,
illumination variances, expression and
decoration (primarily eyeglass changes) the alyorit

standard LBP and the combination of LBP+ PCA andworks in a fairly robust manner. Distances in tbatdre

RBB-LBP. In LBP and RBB-LBP we useg as a
distance measure and for

LBP-PCA and RBB-

space from a template image to every image indkebdse
were calculated. Following to the FERET protocol

LBP+PCA, we applied Euclidean distance to classify. (Beveridgeet al., 2005; Phillipset al., 1998), 5 nearest face

The distance between all pair of Gallery (G) anst te

images were derived and if there were photos ofjtieey

(P) image are computed and stored in a distanceperson then the result was considered positiven Eaage
matrix. To compute a recognition rate, for each tes was tested as a query and compared with others.

image p/P, sort G by increasing distance d from p,
yielding a list of gallery imagek, Let L,(k) contain
the first k image in this sorted list. An indicator
functionr(p) return 1 if p is recognized at rank k and
zero otherwise. Recognition rate for test $etis
denotedr(P), where:

Z pOP " (P)
n

R.(P)= whereLn =|P | (6)

By using the (6) the rank curve is calculated. Akra
curve is a cumulative matching score for the testges
with the trained images.
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The first part of recognition performance is
reported inTable 1 and 2 (for standard LBP and
LBP-PCA. Figure 15 shows the recognition
performance of LBP-PCA on T-Zone and whole face
region, while inTable 3, show the performances of both
LBP and LBP-PCA comparing with other methods

In the second section, we compare our result on
RBB-LBP (31) and RBB-LBP §,) with original LBP,
PCA, PCA with histogram equalization and
combination of RBB-LBP+PCAFigure 16 and 17
shows that the performance of RBB-LBP (for 8 sanmpli
point and radius 1 and 2figure 18 compares the
performance of RBB-LBP and RBB-LBP+PCA.
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Fig. 16. Verification Performance for RBB-LBP8,1 and RBB-LBP

4. DISCUSSION performance of LBP-PCA on T-Zone and whole face
region, It's indicates that T-Zone area gives good
Although we are only considering partial area on recognition rate because of elimination of expressi
the face image (T-Zone) and standard LBP operatorcontains in the whole face region, particularly the
the experimental results clearly show a highestmouth region. Both of LBP and LBP-PCA
recognition rate when the test class size growgdoignd  outperformed other methods. These results also
LBP-PCA shows an outstanding recognition rate on aindicate a possible direction of applying a
small to medium test class size. The recognitiondimensionality reduction to the face feature vestor

,///4 Science Publications 2534 JCS



Md. Jan Nordiret al. / Journal of Computer Science 10 (12): 2525.22814

Comparision ofverification performance
forLBP-PCA T-Zone (Rank4 andRank 5).
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Fig. 18. Performance of RBB-LBP and RBB-LBP+PCA

Table 1. LBP-recognition rate and number of classes

Recognition rate percentage

No. of classes Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
10 90.0000 92.0000 92.0000 94.0000 94.0000
15 93.3333 94.6667 94.6667 94.6667 96.0000
20 92.0000 93.0000 96.0000 96.0000 96.0000
25 91.0000 93.6000 96.8000 96.8000 96.8000
30 92.0000 93.3333 96.0000 96.6667 97.3333
35 91.4286 93.1429 95.4286 96.5714 97.1429
40 91.5000 92.0000 94.5000 96.0000 97.0000
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Table 2. LBP-PCA-recognition rate and number of classes

Recognition Rate Percentage

No. of Classes Rank 1 Rank 2 Rank 3 Rank 4 Rank 5

10 96.0000 96.0000 96.0000 98.0000 100.0000
15 93.3333 94.6667 96.0000 98.6667 98.6667
20 86.0000 89.0000 94.0000 97.0000 99.0000
25 87.0000 89.6000 92.0000 95.2000 97.6000
30 86.0000 89.3333 92.0000 94.0000 96.6667
35 86.8571 90.2857 91.4286 92.5714 94.2857
40 81.0000 85.0000 89.0000 91.0000 93.0000

Table 3. Comparison LBP, LBP-PCA, PCA, PCA with histograqualization and sh-pca algorithm’s correct detectiate
for 5 training images of each class

Recognition rate percentage

PCA Sub T-Zone T-Zone T-Zone T-Zone
No. of PCA with HE Holistic PCA LBP LBP LBP-PCA LBPCA
classes (Khaet al., 2005) (Kharet al., 2005) (Kharetal., 2005) Rank4 Rank 5 Rank 4 Rank 5
10 97 95 99 94.0000 94.0000 98.0000 100.0000
15 97 95 99 94.6667 96.0000 98.6667 98.6667
20 92 92 96 96.0000 96.0000 97.0000 99.0000
25 91 91 95 96.8000 96.8000 95.2000 97.6000
30 89 89 95 96.6667 97.3333 94.0000 96.6667
35 85 86 92 96.5714 97.1429 92.5714 94.2857
40 84 84 90 96.0000 97.0000 91.0000 93.0000

We expect that the combining technique presentesl ke  show that our approach. outperformglthe other method
applicable to several others object recognitiokstagn the ~ RBB-LBP obtained high recognition rates when
second section, we compare our result on RBB-LBPcompared to standard LBP, LBP+PCA and also on T-

(s1) and RBB-LBP {,) with original LBP, PCA, PCA  Zone area. Our studies proves that the RBB-LBP

with histogram equalization and combination of RBB- method, reduce the length of the feature vectoilevthe

LBP+PCA. It's shows that the performance of RBB- recognition performance is improved.

LBP (for 8 sampling point and radius 1 and 2) hgvin

almost equal performance and also indicates that th 6. REFERENCES
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