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Abstract: Pedestrian recognition receives a great attention in recent 

years due to its importance in traffic accidents identification. Traffic 

surveillance systems can provide valuable information for pedestrian 

recognition using computer vision and image processing techniques. 

Most techniques exploit simple feature extraction and multi-stage 

feature matching to train classifiers. In this study, Canny edge 

information and Histogram of Oriented Gradient (HOG) has been 

integrated into multi-scale coarse-to-fine feature extraction. Edge 

distribution provides a variable weight to highlight distinctive gradients 

in a Multi-Scale Weighted HOG (MS-WHOG) to identify pedestrian. 

As a result, the pedestrian distinctive features are highlighted and 

expanded along the edges to improve the recognition process. The 

proposed technique is also scale and orientation invariant, due to the 

use of multi-scale and edge information. 

 

Keywords: Traffic Surveillance Systems, Pedestrian Recognition, MS-

WHOG, Canny Edge Detection 

 

Introduction 

Surveillance cameras play a major role in intelligent 

transportation systems, security and other smart 

applications. Object recognition in surveillance videos 

has been an active research area in recent years (Su et al., 

2015; Al-Hazaimeh et al., 2017; Al-Smadi et al., 

2016a). Pedestrian is an important target in traffic 

surveillance, thus identifying fine details of a 

pedestrian will improve pedestrian recognition and 

behavior understanding. 

There exists extensive work on pedestrian recognition, 

most of which assume that the pedestrian object has been 

successfully detected and consequently cropped from the 

background scene. Pedestrians are people moving or 

standing in an upright manner, thus their configurations 

are very limited. In (Dalal and Triggs, 2005; Tuzel et al., 

2008), template-based approaches were used with a 

sliding window classifier, which provide a favorable 

result. Moreover, the presence of background and other 

rigid objects such as vehicles can be utilized in the 

detection process to improve the recognition performance 

(Dikmen et al., 2010; Al-Hazaimeh et al., 2018). 

The recognition problem has been tackled in several 

researches by matching pedestrians with their 

appearance only. Color histograms matching was used in 

(Park et al., 2006; Gharaibeh et al., 2018), they extracted 

the color histograms from three horizontal partitions of 

the human image. Color appearance was modeled over 

the principle axis of the human body in (Luo et al., 

2014). Nevertheless, crowded scenes and cluttered 

background affects finding the principal axis. 

Deformable part-based detectors (Felzenszwalb et al., 

2010; Al-Nawashi et al., 2017) represents pedestrian as a 

set of deformable parts. Many researchers explore the 

variation in part modeling and deformation.  

Gray and Tao (2008) transform the pedestrian 

recognition from simple matching problem into higher 

level classification problem. Thus, if a pair of images is 

matched they are assigned a positive label, otherwise 

negative label is assigned for unmatched pair. 

Feature extraction techniques improve recognition 

quality by increasing the diversity of the features 

extracted from the pedestrian image. The recognition 

task become easier and provide better results with richer 

and higher dimensional representations of the pedestrian 

object. A large set of representative features have been 

proposed in the literature, which include: Edge 

information (Luo et al., 2014; Lim et al., 2013), color 

information (Walk et al., 2010; Dollár et al., 2009), 

texture information (Wang et al., 2009), local shape 

features (Daniel Costea and Nedevschi, 2014), 

covariance features (Paisitkriangkrai et al., 2013) and 

many others (Obaida, 2015). The more increase in 
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feature diversity the more systematically improvement in 

recognition performance. 

In this study, pedestrian recognition using support 

vector machine with multi-scale weighted Histogram of 

Oriented Gradient is proposed. First images are resized 

into multi-scale. Next, edge detection is applied for each 

scale and used to compute a variable weight. Then 

instead of using the standard HOG, a Variable weight is 

adopted to generate a higher diversity HOG features 

around pedestrian edges. Finally, support vector machine 

is used to train the extracted features and perform 

pedestrian recognition. 

The remainder of the paper is organized as 

follows: Section 2 presents the proposed Multi-Scale 

weighted HOG feature extraction technique. 

Experimental results are discussed in section 3. 

Finally, Section 4presents the conclusion. 

Multi-Scale Weighted HOG Feature 

Extraction 

This section gives an overview of proposed multi-

scale weighted Histogram of oriented Gradient feature 

extraction method as shown in Fig. 1. The method is 

based on evaluating weighted HOG using multiple 

scales. First, the input image is rescaled to generate 

two scales 32 by 16 pixels and 16 by 8 pixels. Next, 

canny edge detector is applied on both scales. Then, 

the edge image is used to compute a variable weight 

to sale the HOG features of each scale. In the next 

step the generated features are concatenated and used 

to train a medium Gaussian SVM. Finally, Pedestrian 

recognition is achieved. 
 

 
 
Fig. 1: Flow diagram of MS-WHOG 

Edge Detection 

Image edge is defined as a set of pixels with large 

variation in the neighboring gray scale pixels. It occurs 

at the border of object to distinguish between regions. 

Edge detection can be used in image segmentation, 

texture analysis and object recognition. There are several 

operators used to detect image edge, most of which use 

differential operators to detect to the step variation in 

grey scale level (Al-Hazaimeh et al., 2018; Binelli et al., 

2005; Al-Smadi et al., 2016b). The first order derivative 

use either 2×2 or 3×3 directional derivative mask as an 

edge operator like Sobel, Prewitt and Roberts edge 

operators. The operators are convolved with each pixel 

to extract edge. On the other hand, canny operator 

assumes certain constraint conditions, which make it an 

optimal edge detector.  

Sobeledge operator used two convolutional masks as 

shown in Fig. 2. Both kernels are convolved with each 

pixel in the image and the maximum value is the edge 

magnitude of either vertical or horizontal edge. 

Prewitt edge operator also use two convolutional 

masks as shown in Fig. 3. The convolution is performed 

like Sobel operator and the result also provide either 

vertical or horizontal edge according to the maximum 

convolutional result. 

Roberts edge operator use a single local differential 

operator as follow:  
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The Laplacian of Gaussian filter (LoG) use the 

second order derivative to compute gradient as: 
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Fig. 2: Sobel Edge operators 

 

 
 
Fig. 3: Prewitt Edge operators 
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Fig. 4: Edge detection using Sobel, Prewitt, Roberts Canny, log and zero crossing operators for various pedestrian images 

 

Zero crossing edge detector is based on the Laplacian 

of Gaussian filter. Where image edge give rise to the zero 

crossing in the Laplacian of Gaussian output. Figure 4 

shows some pedestrian edge detection samples processed 

by Sobel, Prewitt, Roberts Canny, log and zero crossing 

edge operators. 

Canny Edge Detection 

Canny edge detector implements calculus of 

variation to find the optimal edges. It consists of four 

main steps: Gaussian filter for noise reduction, 

magnitude and angle gradient computation, non-

maxima suppression and hysteresis threshold. Noise 

reduction or image smoothing is performed by using a 

Gaussian function as follow: 
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where, x,y are pixel coordinate, s is the mean square 

deviation of Gaussian distribution. Gaussian filter with 

small kernel size is used to detect explicit and small 

edges, while large kernel size is used to discover 

smoothed and thick edges.  

In the second step, the maximum derivative values 

are calculated using the first differential operator and the 

gradient of Fs(x,y) is calculated as follow: 
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Then, orthogonal coordinates of each pixel are 

transformed into polar coordinates to find the magnitude 

and orientation of each pixel as follow: 
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where, M(i,j) is the edge magnitude, θ(i,j) is the edge 

orientation. The overall edge orientation is expressed by 

θ(i,j) for which M(i,j) reach the local maximum. 

Canny operator is an accurate, robust, powerful and 

noise invariance edge detection technique that differs 

from other edge detection techniques in that it utilizes 

two different thresholds (upper and lower) to detect 

strong and weak edges. The output will include weak 

edges only if they are connected to strong ones. Thus, it 

can detect all edges as close as possible to the real edges 

existing in the image with minimal response. 

The edge image of each scale is divided into cells 

similar to HOG cells. For each cell the weight is 

calculated as the ration of edge pixels to the total cell 

size, which is always less than on: 

 Sample image SOBEL operator Prewitt operator Roberts operator Canny operator log Zero crossing 
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where, Ex,y is edge pixels, m, n are cell dimensions. 

Multi-Scale weighted HOG Feature 

The Histogram of Oriented Gradient features HOG 

are defined as the orientation of gradients for each pixel 

within the region of interest. After that, the orientations 

are quantized into a predefined number of angles and 

their histograms are calculated in a feature vector. It was 

first proposed by Dalal and Triggs (2005) for object 

recognition. As a spatial shape descriptor, it uses 

statistical information to represent global and local shape 

regions to recognize objects. The horizontal (dx) and 

vertical (dy) a gradient for each pixel is given by the 

following equation: 
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The unsigned gradient orientation θ(i,j) calculated by 

the following equation, will be in the range (0°-180°): 
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Alternatively, signed gradient orientation θ(i,j) 

calculated by the following equation, will be in the range 

(0°-360°): 
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The resulting orientations are accumulated into n 

histogram bins. Then, the histogram values from all blocks 

are normalized and concatenated to form the feature vector. 

The size of the HOG feature vector is computed as: 
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where, R is the region, C is the cell size, B is the number 

of cells per block and H is the number of histograms bins.  

For pedestrian recognition, the image is smoothed with 

a Gaussian filter and scaled to 32×16 pixels and 16×8 

images. The first image scale is divided into 8 cells of 8×8 

pixel each. A block contains a group of 2×2 adjacent cells 

is formed to compute the WHOG for the first scale. The 

second scale is also divided into 8 cells with 4×4 pixel 

each. The block is also formed of 2×2 adjacent cells. The 

number of orientation bins is 8 for both scales, which are 

equally spaced between 0 and 360 degrees. The generated 

feature vector size is 12×8×2 = 192. 

For each HOG cell the normalized histogram is 

multiplied by the weighting factor (1+ Wcell), which will 

increase histogram bins over the edge pixel depending 

on the edge content of cell. This is means, that the cell 

containing higher edge pixels will have higher histogram 

bins in the feature vector. On the other hand, the 

pedestrian surrounding cells with lower or no edge pixels 

will be represented by the standard HOG bins. 

Experimental Results 

The experimental setup aims to compare pedestrian 

recognition methods based on Support Vector Machine 

SVM, using HOG, MS-HOG and MS-WHOG, to find 

the best recognition algorithm.  

The experimental data was taken from MIO-TCD 

classification dataset (Luo et al., 2018) contains 648,959 

images of different categories, 6156 of them are 

pedestrian images. A total of 2150 pedestrian and non-

pedestrian image were selected as experimental data, 

half the experimental data were used for training and the 

other half for testing. Some samples are shown in Fig. 5a 

and 5b show a pedestrian image and Fig. 5c and 5d show 

non-pedestrian image. 

Table 1, provide a comparison of the overall accuracy 

and error results between Linear, Quadratic, Cubic, 

Medium Gaussian and Course Gaussian SVM using 

Three different features: HOG, MS-HOG and the 

proposed MS-WHOG. The results are the median of the 5-

fold cross validation. The table shows that the Medium 

Gaussian SVM outperforms other SVM’s, using HOG or 

MS-WHOG feature sets individually to recognize 

pedestrian. In this case, MS-WHOG outperforms the 

standard HOG in 5.5% increase in the accuracy. Although, 

Cubic SVM is the best SVM for MS-HOG, the accuracy 

is 4.9% lower than the proposed MS-WHOG.  

The accuracy of the proposed MS-WHOG 

approach using different edge detection operators is 

shown in Table 2. It is clear that canny edge operator 

provide the best performance with the highest 

accuracy. While the second-best performance is 

achieved by Prewitt, Roberts, Log of Gaussian or Zero 

crossing depending on the SVM training technique. 

The worst performance of the proposed MS-WHOG 

was obtained using Sobel edge operator, which is still 

slightly better than HOG and MS-HOG. 
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 (a) (b) (c) (d) 

 
Fig. 5: (a, b) pedestrian image and (c, d) non-pedestrian image 

 
Table 1: Accuracy and error results for HOG, MS-HOG and MS-WHOG using various SVM training techniques 

 HOG  MS-HOG  MS-WHOG 

 ------------------------------------ ---------------------------------- -------------------------------- 

 Accuracy Error Accuracy Error Accuracy Error 

LSVM 75.9 24.1 80.3 19.7 83.2 16.8 

QSVM 82.4 17.6 84.4 15.6 88.1 11.9 

CSVM 82.6 17.4 84.7 15.3 89.2 10.8 

MGSVM 83.8 16.2 83.4 16.6 89.6 10.4 

CGSVM 70.5 29.5 78.7 21.3 82.6 17.4 

 
Table 2: Accuracy results for MS-WHOG using various SVM training techniques for different edge operators 

MS-WHOG Accuracy 

---------------------------------------------------------------------------------------------------------------------------------------------------------------- 

Edge Operator Sobel Prewitt Roberts Log Zero crossing Canny 

LSVM 81.7 81.7 82.0 82.2 82.0 83.2 

QSVM 86.2 86.3 86.8 86.2 86.5 88.1 

CSVM 86.9 86.5 87.4 86.5 87.0 89.2 

MGSVM 86.9 86.4 87.0 86.5 86.8 89.6 

CGSVM 79.8 80.2 80.0 79.7 80.1 82.6 

 
Table 3: Confusion matrix for Medium Gaussian SVM with 

HOG features 

Predicted class 

---------------------------------------------------------------------------- 

  Pedestrian Non-Pedestrian 

True class Pedestrian 901.0174.0 

  83.8% 16.2% 

 Non-pedestrian 145.0930.0 

  13.5% 86.5% 

 

Table 4: The Confusion matrix for Cubic SVM with MS-HOG 

features 

Predicted class 

------------------------------------------------------------------------- 

  Pedestrian Non-pedestrian 

True class Pedestrian 910.0 165.0 

  84.7% 15.5% 

 Non-pedestrian 186.0 889.0 

  17.3% 82.7% 

Table 5: Confusion matrix for Medium Gaussian SVM with 

MS-WHOG features 

Predicted class 

---------------------------------------------------------------------------- 

  Pedestrian Non-pedestrian 

True class Pedestrian 964.0 111.0 

  89.7% 10.3% 

 Non-Pedestrian 113.0 962.0 

  10.5% 89.5% 

 
In order to evaluate the pedestrian recognition, the 

true positive rate (TPR) is defined as: 
 

Number of correctly recognized pedestrian
TPR

Total Number of Pedestrian
=  

 
The confusion matrix associated with medium 

Gaussian SVM and standard HOG feature is shown in 
Table 3. The TPR for pedestrian recognition is 0.84. 

The Confusion matrix for Cubic SVM with MS-HOG 
features is shown in Table 4. The TPR for pedestrian 
recognition is 0.89. 
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(c) 

 
Fig. 6: ROC curve for pedestrian recognition using the best SVM for (a) HOG, (b) MS-HOG and (c) MS-WHOG features 

 

In this study, Medium Gaussian SVM was used to 

perform pedestrian recognition for the entire data set, 

which provides the best performance. The associated 

confusion matrix is shown in Table 5, with overall 

TPR of 0.897. 

Figure 6 show the ROC curve for pedestrian 

recognition using the best SVM HOG, MS-HOG and 

MS-WHOG features. The lower false positive rate is 

more interesting, for example if it is less than 0.1 the 

true positive rate will be less than 0.8 for both 

Medium Gaussian SVM with HOG and Cubic SVM 

with MS-HOG. On the other hand, the true positive rate 

for MS-WHOG will be greater than 0.8 for the same 

false positive rate. 

Conclusion 

This paper proposed a detection algorithm using a 

Multi-scale weighted HOG (MS-WHOG) model based on 

Median Gaussian SVM for pedestrian recognition. Because 

pedestrians have deformable representation with complex 

details, based on Canny edge operator, weighted feature 

extraction was applied on multiple scale images. Unlike the 

original HOG, edge content was used as a weighting factor 

to increase the representation of distinguished features. 

Experimental results show that the proposed MS-WHOG 

using Median Gaussian SVM outperforms other SVM’s 

with accuracy of 89.6. Moreover, it outperforms the 

standard HOG and the multi-scale HOG. 
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