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Abstract: The promising services offered by cloud computing 

environments have led to huge amount of data that need to be processed 

and stored. Wireless cloud networks rely on Transmission Control 

Protocol/Internet Protocol (TCP/IP) for reliable transfer of data traffic 

between the cloud end-users and servers and vise-versa. Even though TCP 

has been successful for several applications, it, however, does not perform 

well in wireless cloud environments. The many-to-one communication 

pattern used in such environments with such huge amount of data resulted 

in TCP incast problem. Transmission Control Protocol incast problem 

happens in cluster based storage workloads where a lot of end-users 

communicate simultaneously to a server in the cloud through a bottleneck 

router, creating buffers overflows which lead to high packet loss. This 

paper presents an empirical study on TCP incast in current wireless cloud 

networks and how it is caused. It evaluates TCP-Vegas and TCP-Sack to 

examine their behaviors and suitability for short-lived connections in terms 

of queue occupancy level, packet drops, throughput, link utilization and 

bandwidth unfairness between the TCP connections. It was found that both 

protocols suffer from high packet loss and link underutilization with 

comparable throughput.  

 

Keywords: Internet Congestion Control and Avoidance, Queue 

Management, TCP Incast, Wireless Cloud Networks, Cloud Computing  

 

Introduction 

Cloud computing has become very popular in recent 

years. The propagation of networked devices and offered 

services over Internet has given the rise to huge amount 

of data that need to be processed and stored. According 

to studies by an independent consulting firm, the need 

for cloud computing will reach about 22 million users by 

2020, with annual growth projected to grow % 26 percent 

annually (Yassin et al., 2017). It is impossible to be 

processed or stored by one computer or even a small group 

of computers (Puthal et al., 2015). Thus, cloud computing 

has emerged and become widely popular as a global 

technology for cost effective resource availability and 

management to achieve significant performance 

improvements in analyzing such large-scale data. Well-

known organizations such as Amazon, Google, Microsoft, 

HP and IBM have been deploying on-demand “Clouds” 

for all required software (services) around the world 

(Staudinger et al., 2014; Botta et al., 2016) and host 

applications that produce numerous data such as scientific 

computing, social networks, e-commerce, web search, 

retail and distributed files systems, to name a few 

(Hammadi and Mhamdi, 2014). 
In cloud computing, Quality of Service (QoS) for 

network communication should be guaranteed. 
Communication is an essential component of the cloud 
infrastructure. Thus, it is necessary for cloud systems to 
provide reliable communication along with processing 
ability and sufficient bandwidth. In the direction of this 
goal, Communication as a Service (CaaS) layer is 
responsible of meeting such requirements, through for 
example dynamic provisioning of bandwidth and 
network monitoring. Transmission Control Protocol 
(TCP) is underlying transport protocol that is commonly 
used in cloud networks due to its reliability of data 
delivery (Kulkarni et al., 2013; Garai et al., 2015). 

Even though TCP has succeeded in satisfying the 

requirements of most of Internet-based communications, 

however, its performance has been degraded in the cloud 

environment where high burst tolerance, low latency and 
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high throughput are required. Furthermore, the 

distributed nature of wireless could computing 

environment and the requirement for guaranteed Quality 

of Service imposes additional challenges and 

complexities (Ren and Schaar, 2014). TCP end-to-end 

connections are affected by the movement of virtual 

machines in the cloud and the frequent topology changes 

of the wireless network due to mobility. Also, TCP 

communications via low quality wireless connections are 

unable to offer high throughput; especially with large 

communication delay (Li et al., 2015). 
Most of the traffic in wireless cloud networks uses 

many-to-one communication pattern such as distributed 
storage systems, data-intensive scalable computing systems 
and partition/aggregate workflows (Tahiliani et al., 2015). 
This type of communication with such huge amount of 
data resulted in TCP incast problem that is widely exist 
in cloud environments. 

An empirical study on TCP incast in current wireless 
cloud networks and its causes are presented. Different 
TCP versions are evaluated, namely TCP-Vegas and 
TCP-Sack, which are usually used in wireless cloud 
computing environment, to examine their behaviours 
with short-lived connections that are commonly exist in 
web search, social network content composition and 
advertisement selection etc. The way that is used to 
evaluate these two TCP versions has done by simulating 
short-lived TCP connections (mice). In these TCP 
connections, data are sent by thousands of clients 
simultaneously for processing at data centre in a cloud 
with many servers-connected to a router for implementing 
drop-tail mechanism. The rest of the paper is organized as 
follows: congestion in wireless cloud computing 
environments and TCP incast problem is discussed. Then, 
the performance evaluation of TCP-Vegas and TCP-Sack 

in wireless cloud networks in terms of queue occupancy 
level, packet drops, throughput, link utilization and 
bandwidth unfairness between the TCP connections; and 
how the TCP incast problem appears with the use of these 
two protocols is presented. Finally, the conclusion of the 
research work is presented and some suggestions are 
provided for future work.  

Congestion and TCP Incast Problem 

Performance issues of cloud services are related to 
some QoS metrics such as queue length fluctuation, 
throughput and bandwidth utilization; where network 
congestion is the main reason. Congestion has very 
serious effect on the quality of services expected by 
cloud end-users (Bae et al., 2014; Elakkiya et al., 2016; 
Mohammed et al., 2017). 

Congestion phenomena occur when the traffic load 
on the wireless cloud is higher than the available 
bandwidth, which may cause buffer over- flow, large 
delays and high packet loss (Bai et al., 2014). Also, as 
cloud services in wireless cloud computing are accessed 
throughout Internet via wireless medium from distant 
locations, Round Trip Time (RTT) of data transmission 
is usually long (Isobe et al., 2014). While accessing 
cloud services through Internet increases, packet loss 
will be increased as well. It is due to queue overflows of 
routers (Fig. 1) at the bottleneck links (insufficient 
bandwidth) or the confliction with other data traffic. 

Moreover, bit error can cause packet loss over 
wireless-network (Tian et al., 2005; Benkikeri et al., 
2014). As end users commonly use TCP to communicate 
with the wireless cloud over wireless networks with long 
RTT and potentially high packet loss ratios, this would 
definitely declines access quality of the cloud service 

and decrease the throughput. 

 

 
 

Fig. 1: Packet loss resulted from overflowed bottleneck-routers and bit error in wireless cloud networks (Isobe et al., 2014) 
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TCP incast problem happens in many-to-one 

communication paradigm such as cluster based storage 

workloads where a lot of end-users (senders) 

communicate to a server (or few servers) in the cloud 

(data centers) through a bottleneck router. As these users 

send their traffic simultaneously, creating buffers 

overflows which lead to high packet loss (Hsu et al., 2014; 

Kadhim et al., 2017). TCP incast problem happens in 

either forwarding path (towards the servers in the cloud) 

or reverse path (towards the cloud end-users) or in both. 

As data centers in the cloud are distributed systems, 

many-to-one communication such as partition/aggregate 

pattern is followed inside the centers, where received 

used requests are aggregated by aggregator and then 

partitioned and send to several workers (Fig. 2) for 

processing (Chen et al., 2015; Kadhim et al., 2017). 

Once requests are received, workers concurrently 

response with a big amount of data that pass through a 

bottleneck link towards the aggregator. 

The instantaneous and concurrent response from 

workers is due to the tight time bounds imposed by real-

time requirements for the applications at the end-users. 

Thus, the data arriving at the aggregator port overflow 

the buffers and lead to high packet loss. This requires 

workers to perceive the loss, re-send the lost data (which 

is only done after the Retransmission Timeout (RTO)) 

and slowly increase the transmission rate. Thus, the back 

off of the workers contributes to significant fluctuation 

in the throughput. 

As web mice traffic (short-lived connections) such as 

search and updates require short response time and they are 

delay sensitive, the frequent timeouts caused by TCP incast 

and the retransmission delay of the lost packets 

considerably degrade the performance of such connections. 

According to (Adesanmi and Mhamdi, 2015), 

congestion can be avoided if the traffic load to a gateway 

is kept as closer as possible to the outgoing link capacity. 

Furthermore, the gateway queue size should be 

maintained to smaller level in order to ensure the buffer 

availability for accommodating the temporary increase in 

traffic load, which would otherwise results in buffer 

over- flow and in turn high packet loss (Premalatha and 

Natarajan, 2011; Maripalli and Abirami, 2014). 

Congestion control is the responsibility of end-user 

devices and the gateways of the wireless clouds and 

Internet (Gholami and Akbari, 2016). Gateways are 

equipped with mechanisms to delay or drop data packets 

when necessary. They are responsible for queue length 

control, packet arrival control, congestion detection and 

notification. End-user devices are responsible of tuning 

their transmission rates to enable gateways to manage 

and control the congestion at the cloud (Jaworski, 2013; 

Dhingra et al., 2015; Baker and Fairhurst, 2015). 

 
 
Fig. 2: Many-to-one communication in data centers 
 

Performance Evaluation of TCP-Vegas and TCP-

Sack 

Aiming at investigating the performance and 

behaviour of TCP-Vegas and TCP-Sack protocols in 

cloud computing networks, we have simulated short-

lived TCP connections (mice) where thousands of 

senders (clients) that effectively and simultaneously 

sending data for processing at data centre in a cloud with 

several servers-connected to a gateway (router) that 

implement drop-tail mechanism. The purpose of the 

scenario is to explore and study the TCP incast problem 

where 2000 users concurrently use web search (as one of 

the large-scale applications in the cloud) through a router 

that is connected to the data centres over 2 Gbps link with 

delay of 25µsec. This scenario presents cases such as 

Google search and Facebook updates where users need 

short response times. The average size of the transferred 

request file is 10 Kbytes and the packet size is 1 Kbytes. 

The arrival of new TCP sessions flow Poisson process. 

The arrival time between new sessions is exponentially 

distributed and selected to be 40msec, which means 25 

sessions would be arrive at each node every 1 sec. Such 

scenario can be found in a university campus where 

students, staff, auto-machines in labs send (or request) 

data to (or from) data centres in the cloud. Thus: 
 

  *

 *  ( / )

Required Bandwidth sessions end

users transmission rate bits second

=

− −  (1) 
 
gives the required bandwidth for such number of users. It 

is as follows: 

25 sessions * 2000 users = 50,000 sessions per second; 

50,000 sessions * 10 Kbytes (transmission rate) = 

500,000 Kbytes * 1024 Bytes * 8 Bits = 4,096,000,000 

bits per second = 4,096,000,000/1000,000,000 = 4096 

Gbps, which is obviously higher than the available 

bandwidth to the cloud (2 Gbps). The Retransmission 

Timeout (RTO) is set to 200 m sec. The router buffer 

size is 128 packets the simulation time is 100 sec. 
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The evaluation experiments were conducted using 

network simulator 2 on CentOS 5.2-Linux operating 

system. Based on the numerical results gaind from 

experiments, the performance of TCP-Vegas and TCP-

Sack was evaluated in terms of queue occupancy level, 

packet drops, throughput, link utilization, bandwidth 

unfairness between the TCP connections. 

Queue Occupancy Level 

The simulation results presented in this section 

represents the queue occupancy level at the router for 

TCP-Vegas and TCP-Sack for the first 50 sec of the 

simulation time before they halt. Figure 3 shows the 

router queue occupancy level per connection when TCP-

Vegas is used. From the figure, it is noticeable that there is 

a high fluctuation in the queue occupancy level which is 

corresponding to the frequent timeouts caused by severe 

packet drops by the router when overflow events take 

place. This would make the senders to basically adjust 

their transmission rates in order to avoid congestion. 

The results confirm the occurrence of such event that 
leads to high packet loss. The late sensing of the packet 
loss and retransmission of the lost packets result justify 
fluctuation in the queue occupancy level. The high 

fluctuation shown in the queue occupancy level means 
that there is a considerable queuing delay which would 
affect the quality of service required by the application 
of that connection. 

Figure 4 shows the router queue occupancy level per 

connection when TCP-Sack is used. Compared to the 

result when TCP-Vegas, the queue occupancy level of a 

TCP-Sack connection shows smoother fluctuation, 

except for the for the time interval between 5 to 10 sec of 

the simulation time, where the queue level is high. This 

means that the connection is seriously affected by the 

router queue management mechanism used and the 

behavior of TCP-Sack in response to packet-drop. 

 

 
 
 
 

Fig. 3: Queue occupancy level per connection using TCP-Vegas 
 

 
 
 
 

Fig. 4: Queue occupancy level per connection using TCP-Sack 
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However, the queuing delay experienced by a TCP-

Sack connection is less compared to that of TCP-Vegas. 

Packet Drops 

Packet drops results in noticeable packet loss which 

significantly affects cloud end-users applications. Figure 

5 shows the number of packets that were dropped by the 

queue management mechanism in the router. 

In case of TCP-Vegas, the packet lost observed 

throughout the experiments is 14000 packets, compared to 

that of TCP-Sack, which is about 22000 packets (Fig. 6). 

The results shown in Fig. 6 confirms observed queue 

occupancy level depicted in Fig. 4, as there is less 

number of data packets entering the buffer compared 

with TCP-Vegas (shown in Fig. 3). 

Throughput 

Figures 7 and 8 show the total throughput gained for 

first 100 connections before they back off for TCP-

Vegas and TCP-Sack. The fluctuation in throughput 

shown in Fig. 7 is due to the frequent back off of the 

TCP-Vegas senders as a reaction to packet drops. 

The behaviour of TCP-Vegas where the sender dose 

not wait for a timeout and that when the actual gained 

throughput is less than the expected throughput, the 

sender would decrease the congestion window, all 

resulted in the observed throughput. 

On the other hand, TCP-Sack sender-response to 

packet loss, where it fast retransmits only the missing 

data, contributes to the resulted throughput. 

 

 
 

 

 
Fig. 5: Packet dropped at the router for the first 50 sec using TCP-Vegas 

 

 
 

 
Fig. 6: Packet dropped at the router for the first 50 sec using TCP-Sack 
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Fig. 7: Total throughput gained for first 100 connections before they back-off using TCP-Vegas 

 

 

 
 

Fig. 8: Total throughput gained for first 100 connections before they back-off using TCP-Sack 
 

 

 
 

Fig. 9: Link utilization per connection for 40 sec before it halts using TCP-Vegas 
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Link Utilization 

Through the evaluation experiment, it was found that 

both TCP-Vegas and TCP-Sack present considerable 

underutilization of the link capacity because of the queue 

management mechanism used in the router. 

The data resulted from the evaluation experiment 

showed that drop-tail causes serious global 

synchronization problem where users reduce their 

transmission rate simultaneously causing irregular busy-

idle phases (buffer overflow followed by almost empty 

buffer) over the link to the servers in the cloud. This 

problem reduces the utilization of the link and causes 

degradation in network performance (due to high delay, 

high packet loss and low throughput). 

Also, it was found that this problem not only arises 

on the bottleneck link from cloud end-users to the 

servers, but also on the bottleneck from servers to the 

end-users, as both sides use drop-tail in the router. 

The resulted data from the experiment confirmed that 

drop tail affects the performance of short-lived-

connections considerably, because of frequent packets 

timeouts that cause high delay and, accordingly, slow 

response times. 

Figures 9 and 10 illustrate the link utilization per 

connection for 40 sec for both TCP-Vegas TCP-Sack 

connections before they halt. 

Bandwidth Unfairness 

The experimental results of the bandwidth unfairness 

between the TCP connections for TCP-Vegas and TCP-

Sack experiments, with respect to the perfect fairness line 

(diagonal line), are shown in Fig. 11 and 12, respectively. 

The line characterizes the points where the 

percentage of throughput and packet drops for a 

particular TCP connection are identical. Any connection 

whose point falls on the line is treated fairly. 
 

 
 

 

Fig. 10: Link utilization per connection for 40 sec before it halts using TCP-Sack 
 

 
 

 
Fig. 11: Bandwidth unfairness between connections depending on throughput and packet drops using TCP-Vegas 
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Fig. 12: Bandwidth unfairness between connections depending on throughput and packet drops using TCP-Sack 
 

Conclusion 

The aim of this paper is to discuss congestion in 
cloud computing environments and TCP incast problem. 
The performance evaluation of two different TCP 
versions, called TCP-Vegas and TCP-Sack in wireless 
cloud networks is evaluated in terms of queue occupancy 
level, packet drops, throughput and link utilization. It 
was shown how the TCP incast problem appears with the 
use of these two versions. With regards to queue 
occupancy level; it is clear that high fluctuations mean 
that there is an overflow in the router queue occupancy 
level which causes severe packet drops. The lost packets 
must be retransmitted, so a queuing delay is considered; 
which means that the senders need to adjust the 
retransmission rate. TCP-Vegas has more response to 
packet loss than TCP-Sack. As a result of the achieved 
response, it is noticeable that packet drops in TCP-Vegas 
is less than TCP-Sack. 

With regards to throughput; TCP-Vegas has less 
throughput than TCP-Sack, because the senders must 
decrease the congestion window to avoid packet drops, 
which leads to decrease the throughput altogether. 
According to the high delay, the high packet drops and 
the low throughput, the link utilization will reduce in 
both TCP-Vegas and TCP-Sack. This reduction in link 
utilization affects the network quality, especially short-
lived-connections. 

With regards to bandwidth unfairness between the 
TCP connections; in both TCP-Vegas and TCP-Sack, the 
connection is treated fairly if the percentage of 
throughput and packet drops is the same. The throughput 
is directly proportional with packet drops. 

It was found that TCP incast problem still exists 

which causes high packet loss, which requires end-users 

to perceive the loss, re-send the lost data and slowly 

increase the transmission rate. Hence, the back-off of 

TCP senders makes considerable fluctuation in the 

throughput per connection. 

However, TCP-Vegas is better than TCP-Sack in 

terms of queue occupancy level, packet drops, 

throughput, link utilization and bandwidth unfairness. 
In future work, TCP-Westwood and Data Center 

TCP (DCTCP) versions of TCP are going to be 
investigated with RED queue management mechanism 
to examine their suitability for wireless cloud 
environments and provide suggestion to improve the 
performance of such environment. 
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