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Abstract: Problem statement: Multiagent system is very proficient and has rwesll-suited for
financial forecast with its neural network. In fir@al forecasting, the approach for rules extradics
less pertinent and involves algorithms which amnglex. The unsupervised network method lacks in
comprehensibility and leads to ambiguifypproach: The application of neural network technology to
real-time processing of financial market analyssmndnds the development of a new processing
structure which allows efficient hardware realipatiof the neural network mechanism. This study
describes the realization of neural network on FRig#ice for stock market forecasting system. The
stock market forecasting neural network architextoonsists of three layers. These are input layer
with three neurons, hidden layer with two neurond autput layer with one neuron. For both output
layer and hidden layer neurons, Sigmoid transfaction is used. Neuron of each layer is modelled
individually using behavioural VHDL. The layers aren connected using structural VHDL. This is
followed by timing analysis and circuit synthesis the validation, functionality and performance of
the designated circuit. The designated portfolithen programmed through download cable into the
FPGA chip.Results: Kuala Lumpur Stock Exchange (KLSE) index has haéized for validating the
usefulness of the completed prototype. Test orsthieple of 100 data demonstrated an accuracy of
99.16% in predicting closing price of the KLSE ind20 days in advanceConclusion: The test
results are anticipated to be a higher rate ofiptied for stock market analysis, thereby maintagni
the high quality of supplying information in stooiarket business.
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INTRODUCTION technical and intermarket data within an analytical

framework, results in better forecasting capaleiiti

In recent years, financial markets have becomﬁe\I . L .
. eural networks among various artificial intelligen
more interrelated. The fundamental factors are

becoming more critical for the analysis of finamcia tools are increasingly used to the f|nanC|a}I fos?em@
market. The research in recent past shows that tHeS neural nets are found to be technologicallyilflex
nonlinear domain with artificial intelligence techogies ~and powerful, ideally suited to perform financial
can be modeled more precisely compared to singlenarket analysis.
market and linear statistical methods which havenbe Multiagent system (Zimmermanet al., 2001;
the mainstay for technical analysis for past decade Garliauskas, 1999; Disorntetiwat and Dagli, 2000;
The synergistic market analysis which mergesMogaki et al., 2007; Seridi-Bouchelagheet al., 2005;
technical and fundamental analysis using artificialObe and Shangodoyin, 2010) is very proficient aasl h
intelligence tools and synthesizes fundamentalyules well-suited for financial forecast with itgural
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network. But a drawback is complexity of the system MATERIALSAND METHODS

In financial forecasting, the approach for rules _ o

extractions (Kane and Milgram, 1994) is less peritn D€sign overview: FPGA realization of neural network
and involves algorithms which are complex. Theln stock market prediction is introduced to ease th

. development of financial market analysis. The syste
unsupervised network method (Corchaacal., 1998) capable of predicting the closing price of the KLSE

lacks in comprehensibility and leads to ambigulty. jhgex 10 days in advance from the current day. The
can be applied on standard iterated mapping fumetio input for the neural network will consist of theilgla
only. Backpropagation is better for prediction tdck  high, daily low and closing price of the KLSE index
market. As it has got a set of defined rules and The neural network architecture for stock market
algorithms for training, backpropagation is the tnos forecasting is a three layer with three neuronsput
comprehensive and straightforward method. layer, one neuron in output layer and two neurans i

The Field-Programmable Gate Arrays (FPGA)idden layer (Taret al., 1993). The system is capable
. . : of minimizing the output error of the backpropagati
provides a potential subsitute to speed up h"’“‘Pj"\"”wneural network to forecast the closing price of the

implementation (Coussgt al., 2009; Marufuzzamaet k| g index 10 days in advance from the current day.
al., 2010; Reazt al., 2007a). FPGA comes with the The neural network input consists of the daily high
merits of shorter design cycle, lower cost and éigh daily low and closing price of the KLSE index. Fer
density from computer-aided design perspective 8o stable network with minimum error, we choose a
et al.,, 2005; Akteret al., 2008). It contains various learning rate of 0.3 that is scaled to 307 sincésit
building blocks. Each block comprises of programimab implemented as integer data type in VHDL. The segali
storage registers and look-up table. The intercctiores IS done by multiplying the learning rate with 1024,
are programmed by Hardware Description Languagd!Ves @ constant value thus synthesizable. Theanktw

. . ined by using the historical data of the KLi&&ex
(HDL) among these blocks (Reat al., 2003; 2004a; 'S raine { :
2005a). For prototyping digital system, the sinifyic from January 2004 to July 2011. This set of epashs

- ; . feed into the network three times.
and programmability of FPGA made it appealing. FPGA ™" " enabling any combination of number of output

allows users to easily and inexpensively realis&rtwn e yrons; input neurons and hidden neurons, theonketw
logic networks in hardware. FPGA also allowsis configurable. The output and hidden layer nesiron
modifying the algorithm easily and the design tiineene  utilize sigmoid transfer function. Every neuron the
for the hardware becomes shorter by using FPGAutput, hidden and input layer is programmed as a
(Choonget al., 2006; Mohd-Yasirt al., 2004). single entity. Using structural approach, these
This study aims to investigate the hardwareneurons combinations are coded in a high level
feasibility and performance of ANN based stock neark d€sign. To process the input data and initializiing
forecasting system using FPGA by standard hardwarBéUral network weights to a suitable range,

. - normalization circuit and random number generator
description Ianguage \./HDL' A fqrmal degcr!pt|on of are added. The developed neural network is divided
the system and utilization of specific descriptsigles

) ) : . in three modes of operation. These are testing,
for covering various abstraction levels (logic, random weight generation and training mode.
architectural and register transfer level) made VHD

attractive (Reagt al., 2006; 2007b). In the computation System level design: The VHDL code is divided in
method, first the problem is separated into smialtgs. five entities. Out of these, four are linked togathy

In VHDL, each of them is a submodule. The synthesi®ne entity. FINANCIAL is the top-level entity that

is then activated following software verificatioheach ~ contains the BEHAVIOUR architecture for linking
the components utilizing VHDL structural approach.

submodule. It performs the translations of HDL code
into a similar diFg):litaI cells’ netlist. To explorefar wider INPUT_N, HIDDEN, OUTPUT and BACKPROP are
' the other four entities. Structural view of the teys

range of architectural alternative, the synthesipshto g j|justrated in Fig. 1.
integrate the design work and offers higher felitsibi
(Reazet al., 2005b; 2004b). To validate the effectivenessyymber  format design: Since finite storage

of the method, Kuala Lumpur Stock Exchange (KLSE)gevices, also referred to as sequential elements, a
index has been used in this study. For hardwar@eing used in the neural network chip, the internal
implementation, this method offers a systematic@ggh,  signals must have a numbering format. In this study
facilitating quick prototyping of neural network rfo number-scaling method is utilized to minimize the
financial market analysis. complexity and to facilitate synthesigogess.
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reduce network error, the threshold and weights are
adjusted if the same input is applied to the netwbr
this process, backpropagation learning algorithm is
Backprop utilized. For monitoring purposes, hidden layer roeu
Output error is transferred to port hidden_errorl and
layer hidden_error2 of the two hidden layer neuron. The
fewren ] network runs in training mode when neural netwdripc
Backprop runs in the third mode. The “mode” input pin is et
“11” of std_logic_vector type if third mode is tggred.
BACKPROP, another entity, is created for the third
mode for an efficient operation. Output error iguieed
to correct the hidden layer neuron weights. As such
Fig. 1: Structural view of the system after the output error is obtained, the weights are
corrected. BACKPRORP is after the output layer nauro
This method multiplies integer type of VHDL with240  for obtaining the output error. Another purposetds
or 1024 depending on the number of multiplication andcorrect the weights as per the backpropagatiomiegr
later divides the number with the same constamgdert  algorithm. Corrected weights are fed back to hidden
to the original scale. layer neuron. Design flowchart of hidden layer weur
is shown in Fig. 2.
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Neuron design of input layer: The input integer layer

comprises of three neurons for the neural networlRandom weights generator: Random weights

design. Acting as a buffer in between hidden layemgenerator generates a random number with uniform

neurons and data is the input layer’s purpose. INBU distribution in the interval between -1024 and 1024

the entity for the input layer neuron and BEHAVIOUR The random weights generator uses a random number

is its architecture. between 0-1024 to generate the desired numberederiv
from the following mathematical function Eq. 1:

Neuron design of hidden layer: The hidden layer is

consisted of 2 neurons. It uses a sigmoid transfeiX(n)=A +(B -A) xR(n) Q)

function. As input, each hidden layer neurons pesse

3 system data of current exemplar. HIDDEN is thewhere:

entity for hidden layer neuron and BEHAVIOUR is its A and B = The limits of the interval

architecture. The code is written in a way thatheac x = A random number between A and B

neuron is able to perform three modes of operation. R = A random number between 0 and 1

The random weight generator is the first mode of

operation. For each three inputs, it generatesomnd Given interval A = -1024 and B = 1024, therefore,

weights. If the “mode” input pin is put to “01” of

std_logic_vector type, the operation is triggered. X =-1024 + (2048 x R’ (2)

Forward mode is the second mode of operation.
The network propagate forward its input to produce  gjnce we fed random number of range between 0

output in this mode. All the 3 input data attriitgre 5,4 1024, the following formula is applied to the
multiplied by a unique internal weight for everydden  otwork instead of Eq. 2 and 3:

layer neuron produced by random weights generator.

Then these 3 results are added and applied tonaiter y _ 954+ (2048 R /10243 - 1024 @ F 3)
transfer squashing function which is the sigmoid
function. The transfer function output is the aation The value of 1024 is chosen because it is a power

output of neuron. Each hidden layer neurons output factor of 2. This is important since only a powactbr
fed to the output layer neuron. For testing themoet  of 2 can be utilized in arithmetic division opeaatito
or once the network really acts as stock priceipted  synthesize. The value of the weights generatetbisc
the second mode is used. If “mode” input pin isfaut in signal class of data object because an objethisf
“10” value of std_logic_vector type, the second mod class holds not only the current value of a typeabso
operation is triggered. the past value and the set of scheduled futureesalu
Backward propagate mode is the third mode. Thenat are to appear on that signal. A signal isgaesi to
network error is backpropagated in this mode. Toa value using a signal assignment statement.
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mode = “10° Table 1: The set of equation
0 P<-400 y=150p + 600  1000<p<2000

Receive data Unnomalize y=31p + 140 -4000<p<-3000  y=67p + 750 2000<p<
wait o from ipu ama ek y=67p +250 -3000<p<-2000 y=31p+860  3000<p<4000
et Jaueof y=150p + 400 -2000<p<-1000  y=1023 p<4000
4 - Produce y=230p + 500 '1000<p<1000
Normalize X P
the input ompmfm mode =11
data the neuron oo
T error of the Where
Apply resul S
Check mode = 11" PP{O, the ' ¢ ) .
Value of the sigmoid _ Activation output,
mode function e‘?ﬂl‘a"[}d (7)
" ES 10! 3 . .
ode =01 T e p= KZ weightx mput} + 102%+ threshold vall
Multiply each =
Generate data with =
A rand;ﬂ: con'esp(_mdmg End
weight weight (_End ) . .
The network bias or threshold value is set to 697

arbitrarily.
Fig. 2: Flowchart of hidden layer neurons

Neuron design of output layer: The neural network’s
Normalization: Normalization is utilized for reducing output layer comprises of one neuron which utiliaes
the data range set to appropriate value for inpuhé  sigmoid transfer function. OUTPUT is the entity for
activation function. To normalize the input dathet output layer neuron and BEHAVIOUR is the
floating-point value of the input data, which udyal architecture. As inputs, the output layer neuros the
represents the cents value in the data, is firsbued.  activation output of each two hidden layer neurdinsas
Then, the input data is normalized by using thethe target value as input also. From hidden lagerons,
following function Eq. 4: each two input data values is multiplied by a ueiqu

internal weight for output layer neuron created thg
New value= (Old value - Mean) / (MaximuRange  (4) random weights generator. These two results aredadd

collectively. Thereatfter, it is applied to interrefmoid

Some modification is applied since the abovetransfer function. The neuron activation is thepatit The

function produces a new value in the range betw#&en output layer neuron activation is the activationeotire
and 1; therefore, the new value is multiplied b¢&@  model. From the data exemplar, the activation ispared
increase the range and thus facilitate synthesizevith the expected target input to get the curremiral
However, if the maximum range is not a power factometwork exemplar error. As hidden layer neurons, th
of two then the division of 2048 from the maximum same modes of operation are applied to the ougyet |
range produces a result that is close to 1. Thexefhe  neurons. The same random normalization method higeig
division and multiplication terms are removed ahd t generator and piecewise linear approximation aneig
following function is used Eq. 5: function as hidden layer are utilized in outputlay

New value= (Old value - Meal (5) RESULTSAND DISCUSSION

However, this function produces a suitable rarige o~ By inserting test bench into VHDL code,
values for input to the sigmoid activation functidine ~ simulation was accomplished to verify its functibtya
function to re-scale the output back to its origivelue ~ and performance. Training was done by feeding the

is Eq. 6: historical data of the KLSE Index into the network
iteratively for three times. With a period of 108,n
New value= (Old valuer Mea (6) each integer input signal is fed into the modele Th

training process was done in between 0 ns and 30000
Sigmoid Function and threshold value: Sigmoid ns. The process was accomplished in mode “10”. For
transfer function works for squashing the neurotpou initializing the weights of output layer and hidden
into one and zero. In the network, the sigmoid fiamc  layer neurons, first 100 ns were used. In mode ,'01”
piecewise lineamapproximation is utilized. The output this process was accomplished. Testing was
range must be in between 0-1024 as the input ramge accomplished in between 30100 ns and 39900 ns. In
in between -1024 and 1024, after sigmoid functisn i mode “11”, this process was done. From the KLSE
applied to the network. As such, equation illugtdain  index  historical data, only first 100 datas
Table 1 is utilized to the design of the VHDL Eq. 7 used to show the VHDL code functilbtya
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Training simulation: At weight initializing mode, the

neural network chip operated at 0 ns. The random
number was created and transformed to weight mgusi
the random weights generator. The neural netwoig ch
was in training mode at 100 ns where weights wWerg .. . the chip utilization rate

Day

Fig. 5: Actual closing price Vs predicted closimicp

tuned for reducing output error. “Device EPF10K100EQC208-1
Several sets of weights were tested randomly “wnz) 33.76 MHz
before getting the simulation result shown in tieigort.  Dedicated input pins 6/6
It has been observed that the value of output désror /O Pins 57/141
reduced as more input is fed into the network. The°dic cells 2853/4992
. . - mbedded cells 6/192
weights were adjusted so that the probability efrilext  gags 1/12

input to get its desired output was higher. Theuirtp

the network was first normalized before the caltota At 39900 ns, desired_output was obtained for th&EL

was performed in the training mode. Figure 3 shaws |ndex closing price 10 days in advance of the input

timing diagram of training simulation. price. The reduction in input number to 100 inputs
done to reduce the system complexity. Figure 4 show

Testing the simulation: The neural network chip was the timing diagram of testing simulation. A comgam@

in testing mode at 30100 ns. A neural network massestudy between actual closing price and predicted

by weight initialization process and training be&for closing price is illustrated in Fig. 5. By compayjnit is

testing was done. Input data was only requirednguri concluded that the model prediction is 99.16% seeci

testing. At this period, it was considered that tleeiral  Eq. 8:

network’s weights reached to its local or globahimum.

No adjustment of weights during training which ifepl  percentage of accuracy

no output error. As such, the variables stop clmangias N -y ®)
observed at 30100 ns. Changes in weights were less100- KZ x10(3+ l\ﬂ= 99.169
frequent as the network come close to 30100 nsaaudes = X

after executing the backpropagation learning dlgar; it
almost has arrived its local or global minimum. Where:
The simulation halted at 39900 ns after the neuraN = No. of days
network model was fed with three iterative inputs f X = Actual closing price
training and subsequent 100 inputs festing. Y = Predicted closing price
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Synthesis. Regarding hardware implementation, the problems. Proceedings of the IEEE Adaptive
VHDL code is synthesized keeping Altera FLEX10KE: Systems for Signal Processing, Communications
EPF10K100EQC208-1 FPGA chip in consideration, and Control Symposium, Oct. 01-04, IEEE Xplore
resulting in maximum clock frequency of 33.76 MHz. Press, Lake Louise, Canada, pp: 477-480. DOI:
The FLEX 10KE family offers speed, density and 10.1109/ASSPCC.2000.882522

features integrating the full systems, which inelsid Garliauskas, A., 1999. Neural network chaos and

multiple 32-bit buses in a single chip. Table Zslis computational algorithms of forecast in Finance.
utilization rate of the chip. Proceedings of IEEE International Conference on
Systems, Man, and Cybernetics, Oct. 12-15, IEEE

CONCLUSION Xplore Press, Tokyo, Japan, pp: 638-643. DOI:

By simulating with KLSE index data the proposed 10.1109/ICSMC.1999.825335

stock market forecasting system based on neurdfane: 5 antlj M. M”gra’_‘”’ 1?94' Financiac; Foreca;:(in
network is successfully designed, implemented astbd an Ru_es Extraction from Tra_|ne Networks.
on FLEX 10KE FPGA chip. This study test results are Proceedings of the IEEE International Conference
anticipated to be a higher rate of prediction fcl on Neural Networks IEEE World Congress on

: P : Computational Intelligence, Jun. 27-Jul. 02, IEEE
market analysis, thereby maintaining the high tqualf
supplying inf)c/)rmation in gtock marketgbusinesgs. w Xplore Press, Orlando, USA., pp: 3190-3195. DOL:
10.1109/ICNN.1994.374745
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