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Abstract: Problem statement: Identifying critical tasks in a project networkéasily done when task
times are deterministic, but doing so under staihéask times is problematic. The few methods that
have been proposed contain serious drawbacks weath to identifying critical tasks incorrectly,
leaving project managers without the means to d&éptify and rank the most probable sources of
project delays, (2) assess the magnitude of eastts®f schedule risk, and (3) identify which tasks
represent the best opportunities for successfdtiressing schedule riskpproach: In this study we
considered the problem of identifying the sourciesohedule risk in a stochastic project network. We
developed general expressions for determining ldstéste starting and ending time distributions. We
introduced the concept of stochastic slack andldpve number of metrics that help a project manager
directly identify and estimate the magnitude ofrses of schedule risk. Finally, we compared critica
tasks identified using the activity criticality ied to those found using stochastic slack metrics.
Results: We have demonstrated that a task may have nongzebability of negative stochastic slack
and that expected total slack for a task may beatheg We also found that while the activity
criticality index is effective for calculating therobability that a task is on a critical path, shechastic
slack based metrics discussed in this paper aterlpredictors of the extent to which a delay task

will result in a project delayConclusion/Recommendations. Project managers should consider using
stochastic slack based metrics for assessing projgc and establishing the most likely project
schedule outcomes. Given the calculation compleagigociated with theoretically exact stochastic
slack metrics, effective heuristics are required.

Key words: Project management, project planning, stochastigigcdurations, project risk, activity
slack

INTRODUCTION chain management and construction. These complisati
arise from the need to integrate technologies @f-ev
The difficulties associated with managing projectsincreasing complexity, a continuing trend toward tise
under uncertainty are widely recognized. In itsof outsourcing and virtual teams, significant cotitpe
controversial Chaos Report, the Standish Grougpressures resulting in the need for rapid project
provides a discouraging picture of IT project sissce deployment and quick completion and a relianceaogel
rates (Dominguez, 2009). In fact, if the Standishup’s  project teams.
survey results are representative of actual IT
performance, there has been a reversal in the

L oaan 2% |

improvement trend observed during the late 1990’s. ‘ 45!%) N 19% !
Figure 1 presents the results from eight Chaos Rgpo | 53(KI’ \ = |
beginning with the first report based on surveyemain 5 J | [\ | ™ Successtl
1994. The apparent trend, in spite of early impnosmets, 2 [ SR u chaltenged
is an increasing rate of failed projects. The radsothis E ‘ 49%! va e ] Feiled
trend is unclear, but a reasonable assumption @s th — = - |
increasing complexity of modern IT projects. 33% 0%

Although the Chaos Report’s results are spedific t 5J]e/ N Jm, |
IT projects, many of the factors increasing IT pobj . ;0 8‘; ljm

complexity today are responsible for increasing the Percentage of projects
complexity of projects of all kinds including, for
example, projects in new product development, supplFig. 1: IT project performance
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No one factor can account for, or prevent, faiiare Tasks on a project’s critical path have total Islac
a project. It is common practice for a project temm equal to zero and are the project’s “critical” sk is
develop a comprehensive risk assessment and rigiossible to identify the critical path(s) in a deteistic
management plan. Frequently, identified risks areproject network as an unbroken sequence of tasts wi
categorized by risk class. A typical project risk total slack equal to zero.
taxonomy might include five classes of risk: Budget We immediately encounter difficulties developing
political, resource, schedule and technology. @Gfear concepts analogous to total slack and “criticaskafor
these are not independent with obvious relatiosshipstochastic project networks. Even the most basic
existing between and among all classes. Howeverconcept of a single longest critical path (or nméti
considering that the Standish Group defines dongest paths with the same length) through thevorit
successful project as one completed on time, withif© longer applies, as almost any path may be the
budget and delivering substantially all of the ovig ~ longest path through the network with non-zero
promised scope, two of these risk classes, budygt a probability. Perhaps the most well-known examplea of

schedule risk, are of particular consequence ifpriticality metric in the stochastic network segfiis the

evaluating the project performance patternscriticality index, defined as the probability thattask

P— s will lie on a critical path (Demeulemester and
g]?pmrc;?:é:gted in Fig. 1 and generalizing to othpesy Herroelen, 2002). However, a task may lie on acalit

Schedule risk, in particular, poses a significantpath without introducing risk of project delay (e

h qf . P i hodsdai schedule risk) into the project network. A small
azard for project managers. Prevailing methodgdai example illustrates this concept.

fully consider the uncertainty associated with task  ~gncider the small two-task series network in
completion and the interaction of task time undetya Fig. 2. Assume task A completes in 2 weeks with a
and project network topology. Identifying the “most 4094 probability or in 5 weeks with a 60% probapilit
critical” tasks with regard to schedule risk isralgem The expected duration of task A, Hitis 3.8 weeks.
faced by all project managers. Yet, the questi6low  aqqyme that task B completes in 2 weeks with
can a project manager identify the “most criticalSks 5 opapility 1.0. Then the expected makespan of the
with regard to schedule risk?” remains incompletellyproject, E[M], is 5.8 weeks and there is a 60% ckan
answered at best. An effective approach for ans@eri ihe actual project duration will exceed E[M]. Bdétsks
this question is desperately needed by practiciofept A ang B are characterized by a criticality index.df, as
managers faced with evaluating the schedule implact poi, lie on the project's only critical path. A ject
hundreds and thousands of tasks. _ manager using the classical criticality index would
The problem of identifying critical tasks in a iqentify poth as “critical” tasks, making them tfeus
deterministic network is well understood. Standard significant management, tracking and controbff
Critical Path Method (CPM) analyses can be used 19,,yever, a moment's consideration clearly indicaites
identify the longest path(s), known as the criticalthe two tasks do not contribute equally to the ezts
path(s), in an activity network. Multiple criticplaths — gcpaqye risk. In fact, in this example, all of tuhedule
may exist, but all will be of equal length. A profs yiqy s introduced by task A. Although task B lies the

critical tasks are those that I!e along a critipalth. _critical path and may, as the result of delaysasktA,
These methods are described in many sources ingudi begin and end after its expected starting and gndin

Demeulemeester and Herroelen (2002) and Klastorirﬂmes, Task B is capably only of preserving theagel

(2004). introduced by Task A along the critical path. Aioaal

_Atask’s Total Slack (TS) is defined as the amounty a0t manager would recognize Task A, but notkTas
of time a task may be delayed without causing aydel g a5 5 source of significant schedule risk. Thatdt to

in the project and is calculated for task i as: say that Task B is of no interest to the projechaggr.
On the contrary, Task B may be a source of recofaery

TS=L§-E$= LF- EF (1)  delays introduced into the network by Task A. It is
simply that Task B itself is not a source of nevays
Where: into the project network.

LS; and ES = The task’s late and early starting times

LF; and ES= The task's late and early finish times @ m m

Enc
respectively as determined using the U U §
standard forward and backward pass

calculations of the critical path method  Fig. 2: Two task series network
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In this study, we discuss the problems andreply to a question posed by Sasieni regarding the
deficiencies associated with commonly used methodsrigin of PERT's formula for the mean time for an
for identifying the most critical tasks with regatd  activity, summarize the development of the PERT
schedule risk. We introduce the concept of stoahast formulae. Williams (1995) discusses the meaning of
slack, provide analytical expressions for determini PERT estimates in the context of management by
the total slack distribution and demonstrate, thfou objectives and Parkinson’s Law. He discusses the
simple numerical examples, how stochastic slack capossibility that activity time distributions may be
help a project manager effectively identify thoasks  discontinuous about the mean.
which embody the greatest schedule risk. Additional work related to the problem of

This study makes three contributions. First, wedetermining the expected project makespan with
demonstrate how to calculate the late starting andtochastic task durations includes papers by VgheSl|
ending time distributions for every task in thewatk.  (1963) who suggests Monte Carlo Simulation as a
To the best of our knowledge, this is the firsthimstic  viable method for constructing the project makespan
project network research to consider this problemdistribution, Martin (1965) who defines a network
Second, we consider the question of the whether theeduction approach for determining the makespan
concept of activity slack, well-defined in deterisiic ~ Probability Density Function (PDF), Dodin (1984) avh
project networks, has an analogous measure idevelops a heuristic approach to finding the k most
stochastic project networks. To the best of ourcritical paths through a project network, Dodin §28)
knowledge, this is the first paper to look at thiswho develops an approximation for the makespan CDF,
important and relevant question. Finally, we Kleindorfer (1971); Robillard and Trahan (1976) and
demonstrate that stochastic slack measures can IBodin (1985b) who obtain bounds for the makespan
effective in helping project managers identify task PDF and Kulkarni and Adlakha (1986) who develop the
representing the largest sources of scheduling risk makespan distribution for a project network with

This study is related to previous research inquj exponentially distributed task times using a Markov
management, tracking and control. The Classic PERPert Networks (MPN. Many of these, including Dodin
method, developed as a result of the Polaris Weapor(1985a), developed approximations using discretinat
System program in the 1950’s (Nahmias, 2005), iof continuous density functions, simplifying the
probably the best-known mechanism for consideringconvolution of task densities. This offers a more
the stochastic nature of task durations and is theractical implementation than Martin’'s exact method
mechanism most often implemented by projectbut introduces error as the result of discretizthg
management software products attempting to suppodistributions.
non-deterministic task durations. Using PERT, it is Hagstrom (1990) developed a recursive algorithm
possible to develop estimates of the uncertaintthef for determining either the CDF or moments of the
project makespan. Elmaghraby (1977) and Klastorirproject makespan distribution. In a separate paper,
(2004) point out a humber of problems with the PERTHagstrom (1988) discussed the computational
method, including its determination of project complexity of PERT problems and demonstrated that
makespan using expected task durations. computing the makespan distribution is #P-complete,

Numerous papers have been written about theomputing the expected makespan is at least asudtiff
PERT method, with the earliest appearing very $hort and neither can be computed in polynomial time.
after its introduction. Most of these have dealthwi In an important related paper, Elmaghraby (2000)
guestions and criticisms, about PERT’s assumptidns reviews the literature on determining the critityalof
beta distributed activity times, its approximatioioe  activities in stochastic project networks, develaps
activity time means and variances and the subgctivtaxonomy of sensitivity issues and evaluates a mumb
nature of the time estimates upon which PERT igdas of approaches for assessing criticality and seitsiti
Fulkerson (1962) discusses the PERT method anthcluding those suggested by Williams (1992) and Ch
develops a procedure for bounding the true expectednd Yum (1997). Elmaghraby concludes that existing
project makespan from below. MacCrimmon andmeasures can be misleading and difficult to evaluat
Ryavec (1964) critically evaluate PERT assumptionsand that a need exists for an easier approach.
and discuss key sources of error in the compute@®emeulemeester and Herroelen (2002) conclude that
expected makespan. They discuss the relationshifhe issue of determining a meaningful indicatorthaf
between parallelism in the activity network andithe criticality of an activity has not been settled.
relative lengths and the extent of errors in theRPE Elmaghraby (2005) demonstrates that the use of
expected makespan. Littlefield and Randolph (198i7), expected values to analyze deterministic equivalent
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projects can lead to incorrect project scheduling a define the following notation for use in the subsent

resource allocation decisions. discussion:

Finally, this paper is related to work in robust
project scheduling which reduces project makespawp, = The set of immediate predecessors of task i
uncertainty by inserting buffers designed to rediee = The set of immediate successors of task i

project minimize task starting time deviations fr@m a(t) = The activity time Probability Density
pre-schedule (Herroelen, 2007). Function (PDF) for task i

The rest of this study is organized as followsstri - Th N 4 c lati Distributi
we explicitly define the general problem, including A(t) = The activity time Cumulative Distribution

assumptions and develop the analytical expressmns Function (CDF) for task i

late starting and ending time distributions andttital ¢ = Schedule type(;[I{E(arIy) L até}

slack distribution. Next, we use simulation to depe ) = Th tart time PDE for task i

simple examples to illustrate stochastic slack mmesss s.(t) = The c start time ortask

and compare them to the common criticality index.s (t) = The c start time CDF for task i

Finally, we summarize our findings, discuss ( The ¢ finish time PDF for task i
The c finish time CDF for task i

—
~—
1

implications for practicing project managers and ¢
identify potential extensions of present study. F,

ity
—

=
1

MATERIALSAND METHODS The early start schedule distributions, assuming

S continuous distributions, can now be defined sirila
Early and late schedule distributions: We assume g Martin (1965) and Dodin (1985a):

that a project can be represented by a directedliacy
graph G = {N, A, W} with a set of nodes N ={1,...,n} s ()=Mr,() )
a set of directed arcs A = {(i,))} and a set of god ' jlg_@l &

weights W = {d}iom Where nodesliM represent tasks

with durations dand the arcs (i,j) represent finish-to-start ds ( t)
precedence relationships between tasks i and jzeith SE,i(t =T
lags. Tasks | and n denote the starting and entidgs

of the project, respectively; by definition; & d, = 0. .
This notation is generally referred to as AON (Aitsi-  Fe. (1) = [ A (t=x)sc, (%) dx (4)
on-Node) project representation (Elmaghraby, 1977;
Klastorin, 2004).

®3)

For deterministic project networks, we define afEi(t)=dFEvi(t) (5)
feasible project schedule to be a set of taskistpand ' dt
ending times that satisfy all precedence and due da
constraints. Letry, represent the "k path through the Assuming, without loss of generality, lexicographi
network andtf represent the length of pattthrough a  ordering of the tasks, such that
deterministic project activity network. A path: i<jdidoe,andj>i 0jOr;, Eq. 2 and 5 may be used to
determine the early starting and ending time
P = {m, T, ..., T} distribution for every task in the network. This yrtae

: , done by proceeding sequentially forward through the
where, P is the set of all paths through the ndtv@ris network, in a manner analogous to Mitchell and

a critical path if i | = max(P). Define the project Kjastorin (2007) and similar to Dodin (1985a).
makespan, M = max(P), as the project completioe.tim When the early start distributions have been
Then given the definitions above and the total kslac determined, the late start schedule distributicas loe
definiton in Eq. 1, TS>0 for all tasks @N.  calculated using the following, by settirfy, = F. , and

Moreover, given a feasible schedule for a detestii  proceeding sequentially backwards —through the

project network,Ts = 00i0m, for all k:|m|=M . network, beginning with task n and terminating with
Now consider a stochastic project network sucHask |, using Eq. 8 and 7:

that task activity times (durations) are random

variables. Task starting and ending times, as asll e B
activity slack times, are therefore random variab\&e S (t) _Ix:o y:[q( y X) L (y) dydx (6)
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~ dSL,i(t) tasks which, if delayed, are most likely to delag t
vai(t) BT ) project. In fact, expected total slack need not be
negative to provide valuable insight into a projd€t
expected total slack is calculated using Eq. 12 for
FLvi(t)‘ D{l_ ij(t)} (8) every task i in the network, then a simple rankaig
‘ tasks by E[TS] can identify the tasks most likedy t
introduce a delay into the project. The task witle t
f(t)=—2 9) lowest E[TS] would be the most likely to introduae
’ dt delay, while the task with the largest E[TS] wo el
least likely to delay the project.
The Computationa| IntraCtablllty of determinin@th While such a task ranking is Va'uab'e, Eq 10 may
makespan distributiof. , = F_ is well known and was pe ysed to calculater{ TS < § for every task(iN. For

discussed previously. However, these expressioas abxample, we might have a task witf T§]=1 but
useful, representing the exact approach for which '

practical heuristics may be developed. P{T§<¢=04L In this case, a project manager
would recognize that even thought he expected slack

Stochastic slack: We now develop an exact expressionfor a task is non-negative, the task has a 45%aghah

of stochastic total slack using the definitiondEin. 2-9.  exhibiting negative total slack and therefore idtroing

The CDF for the Total Slack (TS) distribution fask i  delay along its path(s).

is calculated as follows:

DISCUSSION

0 eX+t
G, (t)= ) ) dyd 10
() L L" (92,9 dydx (10) While the expressions given in equations (10)

. o . . through (12) pose no theoretical difficulties, thaxe
from which we can easily find the probability d&wsi  computationally intractable for even small sample

function: project networks. Therefore, we use simulation to
illustrate the concepts previously discussed using
g, (t) - dGIs.i(t) (11) simple numerical example and compare stochasti& sla
*! dt to the commonly calculated activity criticality iexl

We also introduce an additional key metric for a
Using early and late starting time distributions, practicing project manager; the probability thae th
expected total slack for task i can be calculated aproject is late given negative total slack for task
follows:

P{L>0]|TS< §
ETsI=[ [ (y-%s, 0y dyd (12)
(TS IO I”( )2 () where, L represents project lateness, is a direatsore
RESULTS of the schedule risk posed by the uncertainty astaxt

with task i's activity time and its location withithe

. roject network.
It is clear from Eq. 12 that expected total slaak prol

be negative. This results from the calculation apph.  Example details; Consider the project network in
We set the late finish distribution equal to thelyea Fig. 3. By convention, tasks 1 and 6 have zeroviagti
finish distribution and work backwards through theduration with probability 1.0. Therefore, any delay
network, calculating the late start and late finishintroduced into the project schedule will be intioeld
distributions for every task in the network. Clgarl py one of the remaining tasks 2-5. Clearly, ontihsis
then, there will be some potential outcomes foralthi  of the criticality index, Task 5 would be considéthe

at least one path through the network is longen @2  most critical task in this network with £ 1.0, where
least one other path through the network. Thisltesu Cj; is the criticality index for task i.

in the possibility for TS <0 and, in fact, late start Whereas the criticality index for task 5 could be
realizations for some tasks such that the late itae  determined strictly from its location within theopect
is less than zero. network, those for tasks 2 through four depend @th b

It is our contention that the existence of negativ their locations within the project network and thei
total slack can be used by project managers taifgen activity time distributions given in Table 1.
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A project than task 5. On the basis of the Cls, welgvo
2 rank the tasks (from most likely to least likelydelay

A the projects) as 5,4,2,3. However, the expected tot
B n N slacks suggest a ranking of 4,5,2,3 is more apatspr
d 1\\ e 3\\ ‘«’/5 ) ,/ 6\ The AE[TS| values describe the extent to which an
A A4 N4 A\ 4 activity reduces or restores flexibility into thetwork.
Thus, Task 4 withAE[TS,]=-1.3717 has the largest
£~ Y negative delta, while task 3 has the largest pasiti
‘\4 /“‘ delta. These AE[TS| values can be useful for
7 identifying the tasks most likely to delay a patida
Fig. 3: Sample project network which tasks along the same path, offer the best
opportunities for a project manager to recover fram
Table 1: Sample project task activity time disttibos delay introduced by another task.
Task The most interesting results in Table 2 are the
1 , 3 4 5 5 values for P{L|TS< . These tell us, for example,
Distribution  Det Beta  Beta Beta Beta Det that the project was late 78.51% of the time, when
g"ga” g fsl-gg fg-gg f;-gg 81%4 8 TS,<0, but only 48.29% of the time when 8. In
: : - : fact, all three of tasks 2 through 4 have highdues
Table 2: Stochastic slack measures for samplegirgjeen L>0 for P{L|TS< ¢ than task 5, indicating that task 5 is
Task the least critical of the four tasks (although the

differences between the probabilities for tasknd &

2 3 4 5 . - - .

Criicalityindex 02277 00851 06871 Looooo 'S small). This is a significant difference frometh
E[TSIL] 10.8369  17.3785 -1.3717  -0.07810 information offered by the criticality index. Thus,
Delta E[TS] 10.9151  17.4566 -1.2936  -0.07810 rational project manager would provide the strohges
EIEIST;(ﬂa 8-28% 8-;822 8-%"?2 g-igggg focus on tasks 3 and 4, with a complete ranking, &,
Corr(d.M) 03471 0.0095 0.1239 035870 2» D (compared to 5, 4, 2, 3 as suggested by the

criticality index).

For the purpose of the example, we set the project Significantly,_we observe that E[J§] - 10.3869
due date D=E[M]=56.4 and calculated lateness and Pr{L|T$<0} = 0.5015 while E[TgL] = 17.3785
and Pr{L|TS<0} = 0.5988. In other words, a delay in

task 3 is approximately 19.4% more likely to delhg
after its due date. Using 1000 simulated projecyroject than is a delay in task 2, even though 8abks
realizations, we determined th@{L>@ = 0.505 and 3 Jarger expected total slack. This finding suggésat
P{L< 0 =0.495. Thus, even for a fairly small number considering the size of the summary statistic, H[J.S

of trials, we see that there is essentially no kiagard is insufficient for characterizing the schedulekris

delayed or early completions for the project (asdSsociated with a task. A rational project managest
expected given D = E[M]). consider Pr{TS<O0|L}, which identifies the tasks mos

likely to be delayed when the project is late and
When the project is delayed Perhaps the most Pr{LlTS<0}, which directlyindicates the likelihoaaf a
significant insight is drawn from considering stastic ~ late project given a task delay.
slack metrics calculated only from trials in whitte Finally, the corr(d,M) values shown in the last
project experienced a delay. Table 2 presents thesew of Table 2 represent the correlation of task
results for the sample project. As expected, theactivity time realizations with project makespan
Crltlcallty index for task 5 is 1.0. The next masitical realizations. This measure has been reported by
task is task 4 witlel, =0.6871, indicating that task 4 is Elmaghraby (2000) as a potential metric for
on the critical path 68.71% of the time. Lookingsfi identifying the most critical tasks in a projectwerk.
atg[ TS| L], we see that task 4 has a significantly largerFor the sample network, the correlation betweeh tas
negative expected slack than task 5, suggestirigasla ~ duration and project makespan yields a differenkiray
4 is responsible for introducing more delay int@ th than criticality index, Pr{TS<O|L} and R S<0}.

L=E[M]-D so that L>0 when the project completes
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Table 3: Stochastic slack measures for samplegirajeen 1<0 research on criticality and sensitivity in stociast

Task activity networks, our approach is the first to sioler
the concepts of stochastic slack, negative expected
slack and the use of stochastic slack based metrics

2 3 4 5

Criticality index 0.2277 0.0851 0.6871 1.00000

E[TSIE] 10.5186 21.2111 21.4822 1.12710 directly assess the extent to which tasks introduce
Delta E[TS] 11.6457 22.3382 22,6093  -1.12710 schedule risk or flexibility.

PHTS>0|E} 0.6626 0.8606 0.8485  0.45050 We developed expressions for determining PDFs
Pr{E|TS>0} 0.5015 0.5145 0.6452 0.47050

Corr(d M) 03265 02171 0.4349 032910 and CDFs for the late start and late finish disifitns.

To the best of our knowledge, this is the firsteggsh
to consider the distributions of late starting amiling

Given the direct relationship between to the twot. } . h has implicitly addressek
probability measures and project lateness, the pkam IMES, Previous research nhas implicitly addres § o
%arly starting and ending time distributions. Usthg

suggests this is a poor metric for assessing tas . : . L
criicality. The likely reason for the metric’s poo starting and ending time distributions, we devetbpe

performance is that it ignores the project networkggngrallexpressions for determining the total_ slack
topology, focusing only on the distribution of aty distribution and expected total slack for a taskile/

times compared to the makespan distribution. Nekworthe.Se distriputions are _theoretipally straightfomiya
topology plays a fundamental role in the transtatid their use is computatlonally mtractablg .and . the
task time uncertainty to schedule risk. The sheptae developme_nt of efficient and accurate heuristid$ lvé
network may either insulate a project from or necessary in order to extend these results.

exacerbate the impact of task time uncertainty. Due_ to the_lnherent d|ff|cult|_es as_soc_|ate_d_ with
calculating starting and ending time distributioims

stochastic activity networks, we used a simulation-

ased example to illustrate stochastic slack cdscep

e compared Stochastic Slack Based (SSB) metrics to
the commonly used criticality index and found tha
SSB metrics provided superior insights into theliyk
sources of project delays. We also showed that the
correlation between task duration and project mades
compares unfavorable to the SSB metrics in identfy
likely sources of project delays.

This research represents the first of a number of

When the project is completed early: A rational
project manager is interested in more than th
conditions that are likely to delay a project. Ritbae
management of a project requires identifying
opportunities for changing the risk characteristitthe
project. Metrics similar to those calculated tontify
late completion risk, but where the project congset
early, can be valuable for this purpose.

Here, again, we see the criticality index

emphasizing task 5 as the most critical. Howeveth b h , lated H bi ¢ reshini
P{TS>0|g and P{E|TS> § indicate that task 5 has research projects related to the problem of repteng

. i _ non-stationary intermittent demand items. We are
the least chance of influencing an early project,rently working on a related project to further
completion. In this case, a rational project managedevelop the concept of Due Date Based (DDB) slack.

(rjeedslljrtl:?%n allrr: siﬁggulgr(r)ijsest n::iorr:lpi:er:g):ée ?cr) tzvent 3Wwe are also developing a large scale simulation to
» Mg 'YEL  evaluate SSB and DDB metric performance in

early completion of task 4 or 3. These offer thgheist . oy S .
Iikel?lhood gf effecting an early completion (Tatdp identifying and prioritizing sources of schedulskriln
danother planned extension to this study, we will

The correlation between activity duration an id heth hasti | st f h
makespan demonstrates similarly poor performanc&OnSider whether stochastic analogs exist for the
deterministic concepts of free slack, safety slack

here as in the late delivery case. : ) ]
independent slack and what they imply for a project

CONCLUSION manager. o
Many applications of slack measures can be found

In this study, we address an important problemin the deterministic project planning and schedylin
faced by many project managers; specifically, weliterature. Numerous heuristics for the time-coatie-
introduce the concept of stochastic slack to addiles  off and resource constrained project schedulingehav
problem of identifying the critical tasks in a stastic ~ been developed using deterministic slack measures.
project network. Our stochastic slack based metdes  Extending this study to the development of stodbast
be used by a project manager to directly assess thane-cost tradeoff and resource constrained project
likelihood that a delay in a task will result inpaoject  scheduling heuristics is an obvious area for future
delay. While present study is related to previousresearch.
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