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Abstract: Problem statement: Map creation remains a very active field in theatids and Al
community, however it contains some challenge golikie data association and the high degree of
accuracy of localization which are seems to bdadiifff in some cases, more than that, most of these
study focus on the robot navigation, without angsideration for the semantic of the environment, to
serve human like blind persomspproach: This study introduced a monocular SLAM method, \ehic
uses the Scale Invariant Features Transform (Sigfiresentation for the scene. The scene represented
as clouds of sift features within the map; thisréwiehical representation of space, serving to etém
the current direction in the environment within therent session. The system exploited the tracking
of the same features of successive frames to eadcatalar weights for these features, to buildag m

of the environment indicating the camera movemtan by comparing the camera movement of the
current moving with the true pathway within the sagession the system can help and advice the blind
person to navigate more confidently, through auglitinformation for the path way in the
surroundings. Extended Kalman Filter (EKF) usedettimate the camera movement within the
successive frameResults: The experimental work tested using the proposetthanewith a hand-held
camera walking in indoor environment. The resultsvg a good estimation on the spatial locations of
the camera within few milliseconds. Tracking of thee pathway in addition to semantic environment
within the session can give a good support to thmel person for navigatiorConclusion: The study
presented new semantic features model helping lihd person for navigation environment using
these clouds of features, for long-term appeardased localization of a cane with web camera vision
as the external sensor.
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INTRODUCTION significant attention during the past decades. Path
planning within this map is the process by which
Map creation remains a very active field in thedetermining a feasible path to a goal. However phith
robotics and Al community, especially in the domain some time is difficult to follow it, since the inagate
mobile robotics.Reliable sensor information and its movement of the robot. The process of finding some
comparison with a given model are crucial in orfter  image within this path is very important and icaled
self-localization and meaningful navigation. localization. The localization is done by the sgste
Acquiring maps of the environment is a when tracking and finding the features in the auirre
fundamental task for autonomous mobile robots,esincview then understanding these features. Theserésatu
the maps are required in different higher levek$as depend on techniques used like SIFT, Harris, SUSAN,
such as navigation and localization. This map can bSURF or others.
provided a priori, or can be built by the robot ias At present, the vision based SLAM of the mobile
explores the environment. The situation in which arrobot divided on two approaches (Wnekal., 2004)
autonomous moving the mobile robot through anand (Davison, 2003), one used to create sparse
unknown space and building environment (map) whileconsistent 3D maps in real-time from images pegezkiv
simultaneously using this map to compute its alisolu by a monocular hand-held camera developed by
location is called Simultaneous Localization and(Montiel et al., 2006; Civeraet al., 2008) and
Mapping (SLAM). This problem has received (Davison et al., 2007). This take a known name is
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VISUAL MONO-SLAM, the second approach which wireless networking and sensor technologies as in
uses two cameras at the same time for navigatiofHubet al., 2004).
called stereo VISUAL-SLAM as (Miret al. 2006; Li The underlying methods (sensor Vs sensor less) to
and Perona, 2005). The two techniques depend on a@olve the SLAM problem differ, in sensor informatjo
important features extracted for localization.ri¢ludes  algorithm used and the resulting maps dimensignalit
some delay, comes from the initialization methaa, t (2D or 3D) with their representation of the enviment
recognize the initial landmark from the system, som (for example point clouds or occupancy grids).
system uses many images from different view pdamt, (Davison et al., 2007) have developed real time
matching in the first stage and then determine thenonocular SLAM method with only one camera. They
landmark and relevant information. The correctused Harris feature detector to locate the fegtoiats
recognition of the scene is important, for thiswithin the scene, Then find the same feature pimint
initialization, what can be seen as distinctive andthe next frame, the image patch around the feitire
discriminative should be taken. In this study a ion taken and will be searched to find the new posifam
SLAM will formed from clouds of features it will be the feature point. In (Montiedt al., 2006), the inverse
used for directions and movement within the sessiondepth parameterization method used to represent 3D
for example the cloud of the TV will be in the efmt  feature point with 3 degree of freedom (dof), iastef
example, while the cloud of windows and other6° of freedom to reduce the computation load. In
objects will be in the north or west as fixed ireth (Chwan and Yung-Pyng, 2007) changed the Harris
room, this will help the system to estimate the wayfeatures to SIFT features to improve its robustness
while the blind person walking in the session anegg The one similarity between all these study is that
more advices, due calculating the differences betwe all of them focus how to make a good navigationtifier
the successive frames within the session. The @athw robot like human being navigation. However this is
will be derived when the camera move and the objectgood for the blind person but in another side thetext
inside the cloud shifted from the centre of the eean  of the environment will not be known by the robatla

In this study a MONO-SLAM using cloud of SIFT there is some failure to encode the semantics ef th
features approach will be described. The systenenvironment for the blind person.
navigates and localizes according to the cloudthén The contribution of this study is that making
intended direction. It is an effort towards semantically environment representation for thedli
conceptualizing environment on the basis of thedmwm person to navigate and recognize objects needeah, fr
compatible representation. Such a representati@h arbuilding map as a talker Visual SLAM helping the
the resulting conceptualization would be useful forblind person to navigate more confidently in the
enabling the blind person to be cognizant of theirenvironment with a cheap sensor like web camera.
environment; while walking within the session.

MATERIALSAND METHODS
Related works: Visual SLAM has received a lot of

attention from the researchers to finish this @m®e,  cjouds model: The correct recognition of the scene is
several different approaches, have been tried withy,horiant, for the initialization of the navigatiovithin
differing degrees of success. Currently, the SLAM h {he session: some features are not distinctivehen t
two contrasting problems to be solved, which aterof o\l of object for example doors, or windows, @i

faced with a trade-off: much better to discriminate them by adding featfmes
near objects to it, the collection of features tart a
*  The map precision cloud of features distinct from the other. Then ¢luud
« The computational requirement for real-time/real-features known from the all session it will givggaod
world implementation indication for the direction of the navigation. kig 1

shows a session from repeated objects for the scene

The original stochastic solution to the SLAM Theses clouds are useful to initialize the navgat

problem by (Smithet al., 1988) is now more than as real environment navigation. The content of the
twenty years old. The main problems is that how toclouds depend on the scene taken (query image)eby t
find the accurate position in unknown environment.web camera and matched with the stored feature
The study in this field; can be divided into twaogps, database for the objects in the site view. In otherds

the first group is based upon image processing anthe clouds differs from each other in concentraidn
recognition (David, 2004); the second group retes SIFT features.

741



J. Computer <ci., 6 (7): 740-747, 2010

0 2n

' o * Angle histogram
Tmage gradients Keypoint deseriptor '7"1@’

Fig. 2: Keypoint descriptor

Likdp TN
%

L(x,y,0)=G(x,y,0)0l(x,y) 2

D(X1y10):(G(X!yl IC)_ G(leo_ ))D I(va)

Loyiko)- ®)
- vyvkc) L(Xiva)

. Among the 26 surrounding points in the image
Fig. 1: Clouds of features scale space. The image scale space is formed tgeim
plane with the scale value of the convoluting
This model is also remains uses appearance bas@hussian function as the third coordinate axis. By
approach as in (Booit al., 2005; 2007a; 2007b), by searching for extreme of the DoG in the image-scale
memorizing a set of images taken from the envirarmtme space, the SIFT method achieves the scale-invariant
for only the known objects stored in a temporaryproperty. In other words, a surface texture detebig
database within the graph of the environment forSIFT at different relative distances (with diffeten
navigation. scales) will be identified as the same feature tpoin
The temporary visual cloud as in (Abbas and Md,(Chwan and Yung-Pyng, 2007). The feature point§ wil
2009) used by this model, is an intelligent techeigp  be detailed fit to: sub-pixel and sub-scale locasoale
increase the speed of the system, for getting iffe r determination and Ratio of principal curvature égect
direction when navigation happen with more edges and flats (detect corners), to further imprthe
information and advices during navigation procéss, accuracy of the extreme location in the scale space
addition to give intelligent dimension to the syste the subpixle level, each key point will assignedato
orientation based on local image gradient directiom
SIFT feature detection: The blind person cannot be generate the key point description, the algoritisesua
controlled for any direction as done in the robmtmd ~ 4%4 subspace, each represented by the gradients in 8
also the camera cannot be focused in a specifiw vie Orientations. Each feature is therefore, descritsag a
point. For that reason this model treats the scases 4x4x8 = 128 byte vector as in Fig. 2, as in the presiou
set of SIFT features. SIFT was developed by Davidstudy (Abbas and Md, 2009). The cloud of SIFT can
(2004) Lowe (1999) for image feature generation inbe expressed as:
object recognition applications. The SIFT algorithm

compromise four steps: Scale-space extreme deatectio C() ={f(O1), H(O2),....f(On)}
key point I(_)cglization, orientation assignment ey where, f(Q) can be represented as a set of sift
point description. features f(Q) = sift(Q) = {fO;1,fOp,.....fTOR}

These features are invariant to image translation, tpe system calculates the weight for the visual
scaling and rotation and partially invariant to cloud, where concentrated in the scene image.

illumination changes. _ _ ~ According to the weight the system will recognize,
In order to guide the blind person to their desire |ocalize and advice the blind person within thepira
destination in a reliable and robust way, SIFT desd The cloud of the image | is C(l), returns two

(David, 2004) used in an image by locating the@®®  jmnortant values are weight and the number of featu
of the Difference of the Gaussian convolute imagegoncentrated matched with live scene, according thi

(DoG) between two scalesand ko: number the cloud will be selected for further pesieg
in the system. Figure 3 shows four consequent fseame
C1x%4y? of live seen, illustrates the clouds changing imirth
G(x,y,0)= 1 2@ (1)  weights and numbers of features, these consideratio
Joro taken to build map in the system.
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320x240 pixels; 8bit; 75K

320240 pixels: 8 bit; 75K camera, where the ideal localization would be robms
changes in direction, source(s) and intensity of

illumination (Achar and Jawahar, 2008).

Feature matching, cloud table and landmark: In this
study a database of objects has been built. The
; matching criteria are simply the shortest Euclidean
SR | distance match. Two features poiptd are considered

B o as similar if their Euclidean distances defined by:

320x240 pixels; 8bit; 75K

E,; = ||d-d|| where £>0.6

Is the shortest among all possible matches, furthe
more the threshold for clouds matching defined by:

Mi; = |g-¢j| where M;>25

Frame22 w=4.88 Frame23 w=3.54 where, 25 is the number of features matching betwee

¢ and ¢ where the clouds stored in the database for this
Fig. 3: Sequence of frames and weights session compared with the image live scene anédstor

into a temporary table with it number of features

Figure 3 also shows the movement of the hand heléhatched then the largest number of matched will be
camera from one place to another. One can obskate t selected.
the weight decreased for the cloud of package when The cloud table is a table of all temporary clouds
door comes to the center of the view. This infoforat  constructed in the system, due the navigation ef th
is also useful to determine the state of the bfiedson  blind person, within the nodes, where the system
and then feed to Kalman filter to estimate the re¢ate  initialize the session recognizing the cloud which
for the navigation in the session. To make thiglgtu determine the direction for example north, wesstea
compatible with the previous research (Abbas and Mdand south according to this direction, the nexiia
2009), the localization for the blind person can bewill be calculate how much shifted to estimate tbal
performed effectively using visual clouds, for pose. The clustering objects into a cloud involves
traversing the nodes in the workspace. The workspaaepresenting the blind person’s environments asgel
environment representation as a weightedplyr set of features, in another side some of them éfulis
G = (V, E), will help to divide the database intwgps for the system where assumed as a set of landmarks.
of images as a node. The nodes will in turn divited  Landmarks are parts of the image which hold sufiti
clouds of features for the scene inside the node. Anformation about the image (Galindg al., 2005).
graph of n nodes contains m clouds for each nodeJsually small set of landmarks per images is needed
Edges join pairs of nodes between which the sttaighThis study based on clouds of SIFT features, one
line path between the corresponding clouds. Theharacteristic of the SIFT is that it does not eany
process of localization can be summarized here whegeneral properties of objects in order to categoaimd
the blind person navigating the environment, the si classify them; it depends on the local featurestlier
scene by the camera feed into the system to prdtiece object to recognize. The arrangement of the objiects
cloud according to the objects inside it. This dauill the cloud is just as generalizing the featuresdmshe
give the direction of the blind person within the cloud for the site in front. For example when tatkion
environment which the system will build an estindate the door, shall remember soon the lock of the doaf
map of movement for it, at the same time the systenthe edge, the neighbor environment of the doolss a
compare the information of movement with the alsead effect to recognizing the door inside the cloud.
true pathway to guide where the blind person exlsts The system here is an auditory system is just
is not so much accurate but at least the blindogpevéll ~ advice the user side and obstacles according to the
know a particular location is close, in the graphthis  formed cloud and map the user some time makes
technique, the goal is to build and compare theweay  mistakes in the direction. But it is very suitalite
that taken by the blind person while navigate therobotics system to navigate according clouds to
environment, this navigation represented by a Heid  anywhere in a known position.
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320x240 pixels; 8 bit; 75K

320%240 pixels: 8 bit: 75 K indices for the estimated pathway will be takenthgy
walker to sketch the new point in the map, meanawhi
if the object is know by the system it will be hadry
the walker to give some feeling of the environment,
Table 1 shows the proposed direction changed wheen t

index is (0,0).

- B RESULTS
Frame 20 w=7.35 Frame23 w=3.54 . .
_ _ . _ The blind person moves in (x,y) plane and may
Fig. 4: Tracking same features in successive frames  rotate about the z axis. The estimated real posheof

Table 1: x,y,th indices changing according to mogem object g inside the database is tried ag ¢« 0) the

actual pose between theanmd ¢ in the cloud is (x Vi,

Directions X y th . !
) +0.1%s2/dre +0.01%s1 110 ©) the actual pose between theand ¢ in the cloud is
+/-3 +0.08*s2/drc +0.01*s1 +-1.24  (X;, i, 05), this is polar coordinates is equivalent to:
+/-4 +0.06*s2/drc +0.01*s1 +/-1.32

+-5 +0.05*s2/drc +0.01*s1 +-1.37 (ri,®;.05)

+/-6 +0.04*s2/drc +0.01*s1 +/-1.40

+-7 +0.02*s2/drc +0.01*s1 +/-1.42 i

8 center +0.02*s2/drc +000001%s1  +-14e Where:

whe_re, sl i; the_ sign of the Wei_ght scalar it im@aither-1 or 1 gnd rj = \/(Xj =X )2 + (yj -, )2
drc is the direction changed while movement whenrtew direction

is the same previous direction it is value is Qlseowise it will be 1 _ Yi =Y

and s2 is scaling factor used to build it is valepends on the session @ = arCtan[J -6

it is ranging between 10-20 X; =X
Calculating the movement for the motion: The %= 00
system will work in two stages; first stage is thia¢ . . L~ - .
system will be used by a person to store the true The estimated relative pose (§.¢,.§) to obtain
pathway which will be useful for the navigation.eTh relative pose estimates between the two obje@ado
second stage is that the system will navigate @wtka the camera resolution is 32P40 pixels and 30 fps
the blind person based on the pathway generated frohave used with a focal length of,{f) = (220.1,216.8)
the first stage, by making comparison between the n and the optical center {ig) = (170.1,151.4).

pathway and the true one, this comparison just the

estimation of error squared between the curremedto Extended Kalman filter: Since the camera motion and

pathway vector cwp and the current point x: directions are nonlinear, this study using a naamn
SLAM predominantly implemented as an Extended
e = (cwp(1)-x(1)) + (cwp(2)-x(2)F Kalman Filter (EKF), where system noise is presumed

Gaussian. This model sure linearized to suit thienida
where, e is the difference between current pathway Filter Algorithm. The motion of hand held cameralan
and the corresponding point for the current trueit is directions, assumed a constant translatiod an
pathway, within the same session, the thresholdl useangular velocity in its motion with zero-mean rando
here 0.5 m, within this range of threshold the gatibn  accelerations. The state vector expanded to contain
will be true for the blind person otherwise the entries for all landmarks. The state at time k is

navigation will be out of the range of the truehveay. represented by a state-vectQr x
The direction estimation will be done according to T
the clouds of SIFT points, where for each node four Xk = [XVio YVi @i X1, Y1, @re- X0, Y, @l

clouds will be taken to indicate the directions tither ) o

directions will be counted according to movement of  Covariance matrix is also expanded when new state
the same feature points within the successive fsame2dded to the state vector:

and calculating the scalar weights for the movenaént

these feature, Fig. 4 shows the movement of theecam Pee R o Ry
with the scalar weight related to the movementhef t Pr P, — P

object in the scene, the movement can be deduoed fr
the scalar weights, in our work we proposed a
proportional increment and decrement of Cartesian P R o B,
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To describe the motion of the camera, we use the
kinematic model for the trajectory of the motioinstfthe
measurement with random noise will be calculated as

z:= h(x)+r *nrand

where, h(¥ gives the measurement of the actual state
with random noise of standard measurement r = 0.1.
The AT can be defined as a time from t-1-t and during
this period the velocity Vt and posg of the motion  Fig. 5a: Frames 15-22 from the 32 frames
are assumed constant. The complete state varidble
the system is: g2
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Indoor experiment: The experiment here is done
using, Hp laptop with built-in camera held, facing
forward and moving towards the door in the roomrhwit Fig. 5b: Map building for the camera pathway (top
moderate velocity and returned back to the window i view)

the same room, the approach verify a good tesul p=
Fig. 5a shows the frames for the door in the room,:
while Fig. 5b shows the pathway with features detic
by the system, where the Fig. 5b shows four tyfdes o
lines, the first is red spotted with green, the hamof
the green spots on the line means the number of the T
frames processed by the system. The green ling
indicates the estimation of the pathway by the EKEF,
while the blue line is the actual pathway that tser :
take it, finally the red line is the true pathwdat the ‘ ——y
stored in the system SIFT features calculated lier t .
scene and matched with the stored clouds in the
database to advice the blind person for the objects
front the camera while navigation. The decision imgk Fig. 6: Top view animation movement of the handheld
for the cloud recognition to change the directiass camera

done according to the maximum features matching
between the scene and store clouds. The threshbld v
has been used for the decision determined. Thecaydi
advising comes from two parts one is the view scen
and the second comes from pathway, to inform thq
direction used by the blind person if it is wrongot.

Top it ofthe 30 o Predcetred Camera Se

When continued looping in the same loop the
second loop a drift of 0.5 m disappeared, after
investigation of the system, we concluded that the
caling factor is essential introduced inside ty&tesn,
or each session, this scaling factor is decreabed
drift happen inside the system for loop closure
_ _ ) _navigation. The scaling factor used here for x &nd
Loop closing experiment: The same experiment is Gjrections, depending on the extent of the sessga
continued with a loop closing within the same roam, g navigate; it is listed in Table 1.
handheld camera was carried by a person walkirey in - The system take some landmarks in consideration
loop circle in the environment of the room, theutp to take change the directions to east, west, nanth
sequence frames from 1-120 gives the system tgouth in the map, in our experiment we have taken t
circulate around one place in the room as shown imoderate velocity, not changed in the middle of the
Fig. 6. navigation.
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Table 2: State points used to build the map optitaway the landmarks will be known to the system when
Weight 0 -7 0 -6.84211  -6.21212 -7.14706 recognizing objects in already stored cloud inttdgle.
¥ 0 100e5 200E05 500505 400E05 Booeos Referencing one object mean that accessing many
objects within the cloud. The good matching of the
T = landmarks is that when the site view with cloud of
FiE. Bl Vissi e asl Dker. Windaw) Hide = needed objects, comes in the center of the carfiera,
DEHdS AR 0DEL- B DE|nD the weight will be high), this will let the systedirectly
RS L N T R, x recognize the needed objects in the node. Alswitee
m/\/\ | view with more than one cloud is solved when the
. | system select the cloud that have maximum features
" , , , , ‘ ‘ matching with the scene view.
20 40 60 80 100 120 140
’ CONCLUSION
0 =7 ==
o LA . ‘ ‘ In this study, we described a method that
: 2 O L SO constructing a Map and localizing within the Mapy, b
: = T ' ‘ ‘ extracting features from the site view using SIFT
0 = 4 algorithm, we established an algorithm to concdjzea
. . . . . ‘ ‘ the environment using clouds of features with SIFT
o 200 40 & 80 00 120 MO techniques and advising the true pathway by cdiogja

squared difference between the current pathwaytteand
already stored pathway within the system. the pathw
Fig. 7: Blue line is actual pathway, green line iscalculating done by calculating the scalar weigbits
estimated pathway by EKF SIFT features of the successive frames checked for
generating pathway of the camera motion with helpin
Figure 6 generated from first loop frames, theof clouds to take the direction of moving and lectte
scalar weights calculated for the clouds insides¢he objects in the environment, this in turn speed hip t
frames, the state points generated for the pathwaycalization process within the environment, thededo
described in the Table 2 shows the sequences @ try to give semantic of the environment due fioign
weights for the frames which is used for generatitg  these clouds of SIFT features and pathway with the
pathway of the handheld camera. session to navigate with auditory advices from the
So if we storing a true pathway for each sessiorsystem. It is also useful to divide the space emvirent
with in the node in advance, then the system williee into meaning partitions according grouping objebtn
the blind person directly to take the true pathwathe it helps to detect sites and objects needed frenblind

session to traverse the nods in the graph. person in very sufficient way with in the map.
The calculated weights of scenes environment and
cloud construction, will give us the estimated fosi REFERENCES
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