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Abstract: Problem statement: Accurate weather forecasting plays a vital role for planning day to day 
activities. Neural network has been use in numerous meteorological applications including weather 
forecasting. Approach: A neural network model has been developed for weather forecasting, based on 
various factors obtained from meteorological experts. This study evaluates the performance of Radial 
Basis Function (RBF) with Back Propagation (BPN) neural network. The back propagation neural 
network and radial basis function neural network were used to test the performance in order to 
investigate effective forecasting technique. Results: The prediction accuracy of RBF was 88.49%. 
Conclusion: The results indicate that proposed radial basis function neural network is better than back 
propagation neural network. 
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INTRODUCTION 
 
 Weather simply refer to the condition of air on 
earth at a given place and time. The application of 
science and technology are to predict the state of the 
atmosphere in future time for a given location is so 
important due to its effectiveness in human life 
(Cheng et al., 2010). Today, weather forecasts are 
made by collecting quantitative data about the current 
state of the atmosphere and using scientific 
understanding of atmospheric processes to project how 
the atmosphere will evolve. The chaotic nature of the 
atmosphere implies the need of massive computational 
power required to solve the equations that describe the 
atmospheric conditions. This is resulted from 
incomplete understanding of atmospheric processes 
which mean that forecasts become less accurate as the 
difference in time between the present moment and the 
time for which the forecast is being made increases. 
Weather is a continuous, data-intensive, 
multidimensional, dynamic and chaotic process and 
these properties make weather forecasting a big 
challenge. Generally, two methods are used for weather 
forecasting (a) the empirical approach and (b) the 
dynamical approach. The first approach is based on the 
occurrence of analogs and is often referred by 
meteorologists as analog forecasting. This approach is 
useful for predicting local-scale weather if recorded 

data’s are plentiful. The second approach is based on 
equations and forward simulations of the atmosphere 
and is often referred to as computer modeling. The 
dynamical approach is only useful for modeling large-
scale weather phenomena and may not predict short-
term weather efficiently. Most weather prediction 
systems use a combination of empirical and dynamical 
techniques (Moro Sancho et al., 2011). 
 Artificial Neural Network (ANN) provides a 
methodology for solving many types of nonlinear 
problems that are difficult to be solved by traditional 
techniques (Shereef and Baboo, 2010). Most 
meteorological processes often exhibit temporal and 
spatial variability. They are suffered by issues of 
nonlinearity of physical processes, conflicting spatial 
and temporal scale and uncertainty in parameter 
estimates. The ANN has capability to extract the 
relationship between the inputs and outputs of a 
process, without the physics being explicitly provided 
(Veisi and Jamzad, 2009). Thus, these properties of 
ANN are well suited to the problem of weather 
forecasting (Abd, 2009). The main purpose is to 
develop the most suitable ANN architecture and its 
associated training technique for weather prediction. 
This development will be based on using two different 
neural network architecture to demonstrate the suitable 
one for this application. Back Propagation (BPN) feed 
forward network and radial basis function network 
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which were trained by differential evolution algorithm 
are the selected architectures in this study. The basic 
architecture of the both Radial Basis Functions (RBF) 
neural network and multilayer feed forward neural 
networks are given. These neural network architectures 
are used as a prediction tools for the weather forecasting.  
 
Weather forecasting system structure: Components 
of a modern weather forecasting system include the 
following modules: data collection, data assimilation 
and numerical weather prediction.  
 
Data collection: Observations of atmospheric pressure, 
temperature, wind speed, wind direction, humidity and 
precipitation are made near the earth’s surface by 
trained observers, automatic weather stations. The 
World Meteorological Organization acts to standardize 
the instrumentation, observing practices and timing of 
these observations worldwide. 
 
Data assimilation: During the data assimilation 
process, information gained from the observations is 
used in conjunction with a numerical model most recent 
forecast for the time that observations were made to 
produce the meteorological analysis. This is the best 
estimate of the current state of the atmosphere. It is a 
three dimensional representation of the distribution of 
temperature, moisture and wind .The features 
considered in this study are bar temperature, bar 
reading, sea level pressure, mean sea level pressure, dry 
bulb temperature, wet bulb temperature, due point 
temperature, vapor pressure, wind speed, humidity, 
cloudiness, precipitation, wind direction, wind speed 
and for prediction of rain. It is easy to implement and 
produces desirable forecasting result by training the 
given data set. 
 
Numerical weather prediction: Numerical Weather 
Prediction (NWP) uses the power of computers to make 
a forecast. Complex computer programs, also known as 
forecast models, run on supercomputers and provide 
predictions on many atmospheric variables such as 
temperature, pressure, wind and rainfall. A forecaster 
examines how the features predicted by the computer 
will interact to produce the day’s weather.  
 

MATERIALS AND METHODS 
 
 ANN is an information processing paradigm that is 
inspired by the way biological nervous systems, such as 
the brain, process information. The key element of this 
paradigm is the novel structure of the information 
processing system. It is composed of a large number of 

highly interconnected processing elements (neurons) to 
solve specific problems. Learning in biological systems 
involves adjustments to the synaptic connections that 
exist between the neurons. Neural networks have broad 
applicability to real world problems. In fact, they have 
already been successfully applied in many industries 
(Dastorani et al., 2010). 
 The configuration of the neural network depends 
highly on the problem. Therefore, it is left with the 
designer to choose an appropriate number of input, 
output and hidden layer nodes based on experience. 
Thus, an appropriate architecture is determined for each 
application using the trial and error method. The 
learning rate parameter and momentum term were 
adjusted intermittently to speed up the convergence. 
 
Feed forward back propagation network: A typical 
neural network consists of layers. In a single layered 
network there is an input layer of source nodes and an 
output layer of neurons. A multi-layer network has in 
addition one or more hidden layers. A multi layer 
neural network is displayed in Fig. 1. Extra hidden 
neurons raise the network’s ability to extract higher-
order statistics from (input) data. Furthermore a 
network is said to be fully connected if every node in 
each layer of the network is connected to every other 
node in the adjacent forward layer (Khan and 
Coulibaly, 2010). The network “learns” by adjusting 
the interconnections (called weights) between layers. 
When the network is adequately trained, it is able to 
generalize relevant output for a set of input data. A 
valuable property of neural networks is that of 
generalization,  whereby a trained neural network is 
able  to provide a correct matching in the form of 
output  data  for  a  set  of  previously unseen input data. 
 

 
 
Fig. 1: Neural network architecture 
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Fig. 2: Block diagram of a RBF network 
 
Learning typically occurs by example through training, 
where the training algorithm iteratively adjusts the 
connection weights (synapses). Back propagation is one 
of the most famous training algorithms for multilayer 
perceptions (Omaima, 2010). BP is a gradient descent 
technique to minimize the error E for a particular 
training pattern. For adjusting the weight wij  from the i-
th input unit to the j-th output, in the batched mode 

variant the descent is based on the gradient 
ij

E
E

w

 δ∇   δ 

for the total training set: 
 

*
ij ijw * w (n 1)∆ = −Σ + α ∆ −  (1) 

 
 The gradient gives the direction of error E. The 
parameters ε and α are the learning rate and momentum 
respectively (Omaima, 2010).  Normally, the learning rate 
is held constant throughout the training. If the learning 
rate is too high, the algorithm may oscillate and become 
unstable. If the learning rate is too small, the algorithm 
is slow to converge. The performance of the steepest 
descent algorithm can be improved by using an 
adaptive learning rate, which will keep the learning step 
size as large as possible while keeping learning stable. 
The learning rate is made adaptive to the complexity of 
the local error surface. If the new error exceeds the old 
error by more than a predefined ratio, the new weights 
are discarded. In addition, the learning rate is 
decreased. Otherwise the new weights are kept. If the 
new error is less than the old error, the learning rate is 
increased. This architecture was used in the field of 
forecasting in many fields (Luo and Zhou, 2010). 
 
Basic architecture of RBF: A Radial Basis Function 
(RBF) network is a special type of neural network that 
uses a radial basis function as its activation function. 
RBF networks are very popular for function 

approximation, curve fitting, time series prediction, 
control and classification problems (Park and Sandberg, 
1991). In RBF networks, determination of the number 
of neurons in the hidden layer is very important because 
it affects the network complexity and the generalizing 
capability of the network. In the hidden layer, each 
neuron has an activation function. The Gaussian 
function, which has a spread parameter that controls the 
behavior of the function, is the most preferred 
activation function (Ajeel 2010). The training 
procedure of RBF networks also includes the 
optimization of spread parameters of each neuron. 
Afterwards, the weights between the hidden layer and 
the output layer must be selected appropriately. Finally, 
the bias values which are added with each output are 
determined in the RBF network training procedure. 
RBF network is a type of feed forward neural network 
composed of three layers, namely the input layer, the 
hidden layer and the output layer. A general block 
diagram of an RBF network is illustrated in Fig. 2. 
 A RBF network with m outputs and hidden nodes 
can be expressed as:  
 

( )
hn

i io ij j
j 1

y (t) w w Φ ||v(t) c (t)||   ;i 1,...m
=

= + − =∑  (2)

 
 
 Considering this argument, the RBF network with 
additional linear input connections is used. The proposed 
network allows the network inputs to be connected 
directly to the output node via weighted connections to 
form a linear model in parallel with the non-linear standard 
RBF model (Ghods and Kalantar, 2010). The new RBF 
network with m outputs, n inputs, hidden nodes and n1 
linear input connections can be expressed as: 
 

( )
h hn n

i io ij ij j
j 1 j 1

y (t) w vl(t) w || v(t) c (t) ||

i  1,  2, m
= =

= + λ + ϕ −

= ……

∑ ∑  (3) 

 
where the λ‘s and vl’s are the weights and the input 
vector for the linear connections may consist of past 
inputs and outputs. The λ’s can be estimated using the 
same algorithm. As the additional linear connections 
introduce a linear model, no significant computational 
load is added to the standard RBF network training 
(Gorriz et al., 2004). Furthermore, the numbers of 
required linear connections are normally much smaller 
than the number of hidden nodes in the RBF network. 
In the present study, given least squares algorithm with 
additional linear input connection features is used to 
estimate weight. 
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Table 1: Percentage of classification of rainfall by BPN and RBF  
  Percentage of correct  
  classification (%) 
  --------------------------- 
 Weather forecasting  No of patterns BPN RBF 
Rain 300 80.33 86.66 
No rain 300 83.66 90.33 
Overall Percentage (%)  81.99 88.49 

 

 
 

Fig. 3: Performance of classification of rainfall 
prediction by BPN and RBF 

 

 
 

Fig. 4: Overall percentage of classification by BPN and 
RBF 

 
RESULTS 

 
 BPN and RBF are trained with sample of six 
hundred patterns. The performance of the RBF is 
compared with performance of the BPN for weather 
forecasting. The training of RBF is faster compared 
that of BPN. The classification to predict rainfall is 
enhanced by RBN which is depicted in Table 1. 
Performance of classification of rainfall prediction by 
BPN and RBF is shown in Fig. 3 and 4. 
 

DISCUSSION 
 

 To experiment the proposed system a sample 
dataset is taken from metrological department. These 
data sets contain real time observation of the weather 
for a particular period of time. For this experiment, an 
observation of the complete previous ten year of data is 

collected from meteorological department, Kanya 
kumari District. The data set contain many attribute. 
The basic input data for classification needs 
preprocessing and the above attributes are processed for 
weather forecasting using BPN and RBF classification 
Improvement of classification accuracy in weather 
forecasting is an important issue. The factors 
temperature, air pressure, humidity, cloudiness, 
precipitation, wind direction wind speed of weather 
forecasting are consolidated from meteorological 
experts. RBF are trained with samples and outputs are 
namely no rain and rain. 
 

CONCLUSION 
 
 Neural network has gained great popularity in 
weather prediction because of their simplicity and 
robustness. In this study, the performance of back 
propagation neural network (BPN) and radical basis 
functioned neural network (RBF) is compared. Back 
propagation algorithm is too time consuming and the 
performance is heavily dependent on the network 
parameters. Compared to BPN, RBF gives the overall 
best results in terms of accuracy and fastest training 
time. RBFN are much faster and more reliable for the 
weather forecasting. These proportions make it more 
effective for fast real time weather forecasting.  
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