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Abstract: Software safety must deal with the principles désamanagement, safety engineering and
software engineering for developing safety-criticamputer systems, with the target of making the
system safe, risk-free and fail-safe in additiorptovide a clarified differentaition for assessigd
evaluating the risk, with the principles of soft@aisk managemenBroblem statement: Prevailing
software quality models, standards were not subgish adequately addressing the software safety
issues for real-time safety-critical embedded syste At present no standard framework does exist
addressing the safety management and safety enigiggeiniciples for the development of software
safety in safety-critical computer systemdgoproach: In this study we propose a methodological
framework involving safety management practicesfetga engineering practices and software
development life cycle phases for the developmésbfiware safety. In this framework we make use
of the safety management practices such as plandiefining priniciples, fixing responsibilities,
creteria and targets, risk assessment, desigrafetys formulating safety requirements and intégoa
skills and techniques to address safety issuey @ath a vision for assurance and so on. In this
framework we have also analysed integration of iappility of generic industrial heirarchy and
software development heirarchy, with derived cwlliaceview involving safety professionals
generating a nodal point for software saféResults. This framework is applied to safety-critical
software based laboratory prototype Railroad CngssControl System (RCCS) with a limited
complexity. The results have shown that all crltiperations were safe and risk fre€onclusion:

The development of software based on the propaseefvork for RCCS have shown a clarified and
improved safety-critical operations of the ovesgitem peformance.

Key words: Safety-critical systems, software safety, softwgtelity, Rail Road Crossing Control
System (RCCS)

INTRODUCTION and models in safety-critical computing systems. A
safety-critical computer system is such a systerithvh
Software Safety is considered as most importanfias the potential to cause hazards or allow hazards
and discussed in various software standards, sfregif OCcur. A software is said to be safe if it is quitet
the needs for well being of the users, applicationsPossible or a seldom instance to produce an ottt
equipment to avoid software failures leading toands ~ could cause a catastrophic incident to the systémhw
by involvement of computer systems in real life.it controls. Most of the systems that do not have
Specifically in applications of safety-critical ¢gms, adequate safety design aspects caused loss to the
the contributions or attributions of software faile  Physical property, harm and loss of life (Medikonda
made significant danger to human life, substantiaBnd Panchumarthy, 2009). Software Engineering of
economic loss and extensive damage to environmengafety-critical computer systems needs have a
As no standard framework does exist whichclarified/classified understanding of exact role of
comprehensively address software safety, theredsin Software and its interactions with the system.
for proper remedy and requirement of software qyali Software engineering of a safety-critical system
and standards, or for review of the various staislar requires a clear understanding of the softwaréésinoand
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interactions with, the system (Bofinget al., 2002; Software Safety Efforts Analysis, Software Safety
RTCA, 1992; MISTD-882C, 1984; Lutz, 2000; Knight, Testing, Software Implementation, Software
2002). These systems require the utmost care in theVerification applying the safety practices and waite
specification, design, implementation, operationd an developmental life cycle issues. The following soene
maintenance, as they could lead to injuries ordégises  ©Of the concepts and terms relating to safety fauritie

and in-turn result in financial loss (Herman, 2086hmid, Iiteratu:e on tthe web relevant to the safety-aaltic
2002). This type of system is considered in thidyst computer system.

According to Dunn (2003), dependable, seeminglyrerminology: For the purpose of this study, the
safe concepts and structures fail while in pradtice to  following are the definitions found available ineth
three primary reasons. Their originators or users: literature. "Software Safety Guidebook"'NASA

Technical Standard, 2004.
* Having an incomplete understanding of whathttp://www.hg.nasa.gov/office/codeg/doctree/871p13.

makes a system "Safe" df defines the following (NASASTD-8719.13, 2004).

* Fail to consider the larger systems into which the_ _ . . . .
implemented concept is to be embedded Fail-Safe: (1) Ability to sustain a failure and retain the

» Ignore single points of failure that makes the safe((:g)pa}g'l'é)é;% r?aiggtl}?errqlr?:ttee?\rsS?enstrqtlhgt]etﬁgm:/stem
concept unsafe when put into practice remains safe or will cause the system to revest state

There are many well known examples of safety—WhICh will not cause a mishap.

critical systems' application areas such as automot Failure: The inability of a system or component to
defense, air traffic, air craft controlling, tramsmation, perform its required functions within  specified
communications, medical diagnostics, nuclear, tlérm performance requirements IEEE Standard 610.12-1990.
and atomic power, instrumentation. Since, the gafet
dependant on the correct and perfect desire@rror: (1) Mistake in engineering, requirement
performance of the software, this paper primarilyspecification, or design. (2) Mistake in design,
emphasizes on the software Component of Safetymplementatlon or Operatlon which could causelarfai
critical computer system, while taking into consalen
of the safety management and safety engineeringsss
specific to particular application system. Sincepse of
safety does not confine to software element oniyt, b
also to consider the safety of whole equipment
software, operators or users and environment, th
constributions of safety management and safet
engineering towards software safety are analyzedt m
of the systems keep their reliability and confidemn  Mishap: An unplanned event or series of events that
software to achieve their ultimate goals. The gofal results in death, injury, occupational illnessdamage
Software Safety in most of the safety-critical catgp  to or loss of equipment, property, or damage to the
systems are real-time control systems and requirst m environment; an accident.
attention and care in their specification, planning . ) ,
design, implementation, validation, evaluation andRisk: (1) As it applies to safety, exposure to the clanc
operational maintenance. A thorough understanding iof injury or loss. It is a function of the possible
very much required to eliminate errors in software,frequency of occurrence of the undesired eventhef
otherwise it may lead to or allow hazardous conditi POtential severity of resulting consequences anthef
that could potentially result in catastrophic aecid Uncertainties associated with the frequency anerisgy
pertaining to life, un-sustainable injury and damag (2) A measure of the severity and likelihood of an
equipment and/or environment. In this study, it isaccident or mishap (3) The probability that a sjgeci
considered that such type of safety-critical coraput threat will exploit a particular vulnerability dfi¢ system.
system for application to make fail-safe. Some h&f t ) '
examples of hazards induced by software failures arsaf(.3 (Safe St_ate)._(_l) The state of a system defined b_y
given for reference as under. The proposed‘a"'”g no identified hazards present and no ac_tllve
methodology in this study is basically divided into system processes which could_ lead to an identified
Software Safety Management, Software Safetyhazard (2) A general term denoting an acceptabiel le
Engineering, Software Safety Configuration of risk, relative freedom from and low probabiliy:
Management, Software Design and Developmentpersonal injury; fatality; loss or damage to vedscl
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Hazard: The presence of a potential risk situation
caused by an unsafe act or condition. A condition o
changing set of circumstances that presents a fmiten

for adverse or harmful consequences; or the inheren
‘characteristics of any activity, condition or

Eircumstance which can produce adverse or harmful
¥onsequences.
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equipment or facilities; or loss or excessive ddgtian  optimize safety and reduce risks within the comstsa
of the function of critical equipment. of operational effectiveness, time and cost throwgh
all phases of the system life cycle.

Safety: Freedom from hazardous conditions: ] )
Safety-Critical : Those software operations that, if not Background history of software failures: Computers
performed, performed out-of-sequence, or performedre introduced in safety-critical systems, as ailtes
incorrecﬂy could result in improper control furaris software failure found to have contributions to
(or lack of control functions required for propgstem accidents. The ariane-5 explosion (Leveson andérurn
operation) that could directly or indirectly cause  1993), Therac-25 Accidents (Leveson and Turner,
allow a hazardous condition to exist 1993) are some of the most referred software mtlate

o accidents. An unmanned Ariane-5 rocket was launched
Safety-Critical Computer Software Component  y the European Space Agency, had exploded in short
(SCCSC): Those computer software componentSiime after its take-off from Kourou, French Guiaina

(processes, modules, functions, values or computéfggs The rocket was developed after a decade of

program states) ~whose errors (inadvertent Okxercise and cost of $7 Billion dollars, the boafd
unauthorized occurrence, failure to occur whe

. which investigated and found that software errarsea
required, occurrence out of sequence, occurrence if

combination with other functions, or erroneous exlu ggure and th? Iqssdwas(jy?_lue(ihat $500 mlllr:(')nefti;amad
can result in a potential hazard, or loss of pitaditity -<0, @ computerized radiation theérapy machine

or control of a system. SiX kr)owr_1 accidents, involvjng excess mas§ive doses

resulting in deaths and serious injuries. This was
Safety-critical computing system: A computing ever worst series of incidents of radiation accigen
system containing at least one Safety-Critical ionc ~ the medical history (Leveson and Turner, 1993).

. . . A software design flaw or run-time error within
Safety-Critical Computing, Those computer functions gafety-critical functions of a system introduces th
in which an error can result in a potential hazarthe  potential of a hazardous condition that could tesul
user, friendly forces, materiel, third parties dvet geath, personal injury, loss of the system, orrenviental
environment. damage (Leveson and Turner, 1993). Other examples,

Safety-critical software: A Software  that (1) cited by (Albericcet al., 1999) are as follows:
Exercises direct command and control over the
condition or state of hardware components andptf n :
performed, performed out-of-sequence, or performe Reused Software Causes Flight Controls Shut
incorrectly could result in improper control furats Dc_)wn ) ) .

(or lack of control functions required for propgstem  *  Flight Controls Fail at Supersonic Transition
operation), which could cause a hazard or allow & Incorrect Missile Firing Due to Invalid Setup
hazardous condition to exi¢R) Monitors the state of Sequence

hardware components; and, if not performed, perform «  Operator Choice of Weapon Release Over-Ridden
out-of-sequence, or performed incorrectly could by Software Control

provide data that results in erroneous decisions by

human operators or companion systems that could MATERIALS AND METHODS

cause a hazard or allow a hazardous condition it ex

(3) Exercises direct command and control over théverview of safety standards. Table 1 shows
condition or state of hardware components; and, itamparative analysis of various standards for pwvi
performed inadvertently, out-of-sequence, or if notand software safety scope.

performed, could, in conjunction with other human,
hardware, or environmental failure, cause a hapard Thestructure of CMMI +SAFE: There are two safety

allow a hazardous condition to exist. process areas namely, safety management and safety
engineering, associated with goals as shown in the
Software safety: The application of the disciplines of Table 2. This is intended primarily as a risk
system safety engineering techniques throughout thmanagement tool. The measures can be taken tosaddre
software life cycle to ensure that the softwareetak those strengths and weaknesses identified, such as
positive measures to enhance system safety and thadévelopment or improvement.
errors that could reduce system safety have been The structure of the safety extension is shown in
eliminated or controlled to an acceptable leveisK. Table 2 and was developed from the structure oféffrety
model presented in Australian Defence Standard, The
System safety: Application of engineering and Procurement of Computer Based Safety-critical Syste
management principles, criteria and techniques t@nd the structure of CMMI (+SAFE, V1.2, 2007).
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Fig. 1: Mishap causes. System designers identfafiplication’s attendant hazards to determine dystem-component
failures can result in mishaps (Figure adopted ftamn, 2003)

Table 1 : A comparative analysis of various stadsldor software safety scope

Standard description Purview Scope for software safety
DO-178B Development of Provide guidelines for seitevfor airborne systems Good for Software Develgrand System Safety
Safety- Related Software Assessment. No specific software safety tasks ergioned.
in Airborne Industries
JSSC Joint Software System  Gives a software spfetess that includes identifying No specific guickis provided on determining the level
Committee-JSSC Software generic and system saféitatsoftware requirements, of software safeffprt required
System Safety handbook performing software safedyyais. Verifies whether
software is developed according to standards angkiance.
MIL-STD- 882C Intended for System Safety. Prowdéware hazard Detailed Software Safety processtigiven
U.S. Department of Defense risk assessment process
NASA-STD-8719.13A Provide systematic approach fonsre safety The standard is applicable to safétigal computer systems.

National Aeronautics and

Space Administration (NASA)

+SAFE V1.2 A Safety Offer capability maturity modetegrated to software Addresses strengths anénesaes of software
Extension to CMMI-Dev

1.2 (+SAFE, V1.2, 2007)

CMMI (Bofinger 2002)

Table 2: Structure of safety extension

+SAFE — CMMI®M Category Safety Process Areas Specific Goal
Project Management Safety Management 1. Dpwidety plans
2. Monitor Safety Incidents
3. Manage Safety Related Suppliers

Engineering Safety Engineering 1. Identify Bials, Accidents and Sources of Hazards
Analyze Hazards and Perform risk Assessment
Develop Safety Requirements

Apply Safety Principles and Requirements

Support Safety Acceptance

arwN
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The computer based mishaps and systems:
According to WR Dunn (2003), typically, virtuallyng
computer system-whether it's a fly-by-wire aircraft
controller, an industrial robot, a radiation therap
machine, or an automotive antiskid system-contains
five primary components:

e The Application is physical entity the system
controls/monitors, e.g., plant, process

e The Sensor which converts application’s measured
properties to appropriate computer input signals,
e.g., accelerometer, transducer

» An effecter which converts electrical signal from
computer’s output to a corresponding physical
action that controls function, e.g., motor, valve,
break and pump

* Operator is human or humans who monitor and
activate the computer system in real-time, e.g.,
pilot, plant operator, medical technician

e Computer Hardware and software that use sensors
and effectors to control the application in realdi
e.g. single board controller, programmable logic
controller, flight computers, systems on a chip.
Any of the above five components may fail and
cause a mishap as shown in Fig. 1. The main focu

SAFETY
ENGINEERING

SOFTWARE
ENGINEERING

Safety critical
software

Fig. 2: Safety Critical Software shown as Cut-set

Interactions of safety critical computing systems: A

in this study is on Computer Software pertaining tooafety Critical Software is a composite of basicall
Safety-Critical Software three areas, namely, Software Engineering, Safety

Engineering and Safety Management, their interactio
Safety management process area is helpful i@re shown inthe Fig. 2.
correcting the performance against plan. Each ef th ~ The diagram shown above shows cut-set among
Specific Goals include specific practices, such aghese areas, the green colored field is the safétygal

determining Regulatory, legal and Standardssoftware. These interactions are described below:
requirements, determine safety criteria, establish
organization structure, establish safety plan. + Safety Management process area, include the

Safety Engineering Process area deals with the
activities of safety issues at all stages in thgiregering
process. The specific goals indicated include g$igeci
practices, like identifying hazards, accidents dmeir
sources and their possibility. Specific Goal analyz
hazards, is useful in determining possible causebs a
consequences, their severity and likelihood, help i
assessment.

Software is safety-critical if it performs any tie
following (NASASTD-8719.13, 2004):

e Controls hazardous or safety-critical hardware or
software *

* Monitors safety-critical hardware or software as
part of a hazard control

e Provides information upon which a safety-related
decision is made

e Performs analysis that impacts automatic or
manual hazardous operations ¢

» Verifies hardware or software hazard controls

» Can prevent safety-critical hardware or software
from functioning properly
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responsibilities of applying the defined safety
principles, criteria and sets safety targets tdeaeh

and establish safety planning to meet specified
requirements, their implementation and
assessment, while monitoring the safety incidents.
This is a continuous process throughout and is
intended to address early in the development phase.
The prime goal is to develop safety plans, monitor
safety incidents and coordinating with software
engineering and safety engineering areas for safety
critical computer systems development

Safety Engineering process area deal with the
safety configuration management, decision
analysis, process quality assurance, safety
requirements development and management,
providing technical solutions, validation and
verification of the processes

Software Engineering concern about software
design and development in coordination with
safety management and safety engineering, deals
with software architecture, data management and
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structures, determining the simplicity of structure, development of software for safety caiti
specifications and of verification and validation systems, would be difficult, assurance become
tasks. And all those recommended by guidelinesguestionable. The integration phase of safety group

such as complexity avoidance, safety, modifiable][1eed to be c;)nsi_dered forfemo?t, in or_dre]r to fc&amiﬂ
structure, traceability, predictability of focus on the issues of safety with reference to

; . development of software for safety critical systeiiise
responsiveness, c0n5|fs_tency and completenes%llowing Fig. 3 shows independent domains of an
verifiability and testability and many other in g.anization and software development organization

accordance with software architecture analysis V model towards development of software for an
* Goals common between Safety Management ang@ganization. But complete information of the otfier

Safety Engineering, are all those parameters sucfcking on both sides particularly for safety aspesf

as decision analysis, safety _r_equweme_ntioﬂware such as organization does not have coenplet

development and management, providing technicakowledge of software and software developing team

solution, verification o oes not have complete knowledge of the safety and
« The tasks common to Safety Engineering and.fastructure of the other.

Software Engineering  are configuration In this context and in order to bring a common of

management, process quality assurance, validation

» Common tasks between Software Engineering an(?b]e(.:t've and. understanding of the software
Safety Management are the activities of trainmg’requwement with safety for development of safety

project planning, monitoring and control, risk critical_computing system, Wi_th complete kn(_)wledge
assessment and analysis, development of risRoth sides, a group to act in between which need to
mitigating measures, providing alternate systemgompile the requirements from both side and actoin
and development of safety case ordination between them.

Upon integration a new structure with software

Organization and software team siructure: The  5nq safety divisions with integration, primarily kes
Safety, Environment Management Group (EMG) eXiSthe documentation of requirements from safety,

in any industrial organization, but are not integda At . ) . .
environmental, quality, software, configuration,

the bottom line, executives develop software for o !
management information system. The softward’rocess feedback, after preliminary hazard analysis

development mainly considers the development ofy Verification and validation, with ~complete
software for processing raw data into information.knowledge for designing software development and
Unless integration of safety into the organizationimprovement phases.

Typical organization

Tvpical software team
structure ’

Safety

Top management

Project manager

y
EMG / A 4 Y

Senior management Group manager
Quality L] 1]
Middle management Team manager
Y ¥
Junior management P Jespdoss
Y . &
Incomplete knowledge .
s Executives Developers
of software
: Incomplete knowledge
requirements ¥ [} 2

of safetv requirements

Software

Fig. 3: Organization and software teams in V madefards software safety
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Safety Software .
requirements requirements 1 Software
1 development
Safety, / group
EMG ELI‘ld EMG

uality Configuration &
1 : recommendation management /

i) {
L
Quality standards \\ | Process feedback
PR /

Documentation
v 3

Integrated software

safety group

'

Software safety

WValidation

Fig. 4: Integrated software safety life cycle

Integrating safety and software towards software  until complied, along with periodical reviews anatlis
safety: The entire software development is orientedfor assessment or revision. The entire process is
around ISSG, which has documentation as the maidiagrammatically shown in the Fig. 5.
base, comprising the validated software requirement This generic safety life cycle deals only with the
configuration requirements, process feedback frommachinery and system as a whole. But required esipha
software development group, safety requirementsis not focused for the software involvement in agieg
standards, recommendations, quality standards fhem the machinery or equipment. The part of safety
organization. The advantage is being the avaitgof ~ instrumentation and system control depends on the
the complete requirements, which helps in develppin software development with safety concerns for tama
software with safety. The software development withavoidance, reduction, use of alternate safety dsyic
safety management and safety engineering processaéen abnormal functioning of such system happeuts, o
functions are closely be taken into consideration. of the control, for safety critical computer system

With the above, the completeness of requirements In the generic safety life cycle, the detailed
criteria gets fulfilled, in the initial stage, aglvhelps in  requirements, associated risks and hazards, niitigat
improvement of the process, as shown in the Fig. 4measures are thoroughly documented forms a complete

from firsts trial run of the software test till i@ment  understanding, guidance for effective
and provide the executing data and results fosafetymanagement and safety engineering. The entire
documentation and subsequent execution. process is shown in the Fig. 5.

Generic safety life cycle processes: The generic safety Software development life cycle The software

life cycle process comprise, identification, plammi  development life cycle comprises, software process

critical system identification, risks and hazardslgsis identification, planning, system analysis, feasiil

for the subject system, formulate safety requiremen system design, software code design and development

pertaining to particular system or component,code testing, verification and validation,

identifying significant risks and hazard, assesdsjen implementation and compliance with the requirements

impact, evaluation, designing control procedures foelse refers to appropriate phase for review initital

avoidance or mitigation, documentation, standardsnd continuous stages and periodical reviews adidsau

compliance, else to review from the appropriatespha whenever required while looping back to any phase.
1570
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Software code
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Fig. 6: Software development process

Fig. 5: Generic safety process structure Proposed methodological framework for modeling

software safety: A new methodology is proposed as
But configuration of versions released with modifie follows containing modular functional based desagul
design and development to suit to the currentasks, each consists of various sub processesrageta
requirements is missing, with respect to Commelicial below in each task and is diagrammatically shown in
off The Shelf software (COTS) unless they are ratif the Fig. 7:

for revision. The generic software developmeng lif
cycle is shown in Fig. 6. *
When software is considered for safety critical®
systems, the aspects of safety are untouched,,or it
limited to minimum. Detailed safety analysis of °
software in a categorical phase development is
necessary, to classify functions into safety mamege, *
safety engineering and software engineering, desigh
and analysis, while amplifying the various software®
safety issues during the entire development.
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Software Safety
Princples

Software Safety
Criteria

{ Software Safety
Software Safety LR

Software Safety Hazards Anayds

Risk Assassment

Software Safety Design for Safety

Safety Requirements

software Safaty
Efforts Analyds

Software Safety
Testing

Software Safety
Implementation

Software Safety
Verfication

Software Safety Case
Design & Andyss

Fig. 7: Software safety creteria, sub-creteria

Software safety management: The scope covers subsequent management, recording of engineering
planning, hardware may be analogous or digitalchanges such as modification and amendments, to
software or computer operator or use of the otheprovide assurance such as static and dynamic amalys

involved technologies, software safety principles,results, detailed verification and validation plans
criteria and target, in overview of the entire syst

fixing the responsibilities, roles of the performin Software safety design and development: This phase
engineering professionals, their competence, safetinclude those functions, such as software safety
activity schedules including those reviews, evatugt planning comprising of scope, software safety

installation, maintenance and software retirement. requirements analysis, architecture analysis, leetai
design, implementation, testing and integration.

ﬁoftware aafety_ engineering. The purview include Softwar e safety efforts analysis: This phase consisting
azards analysis, risk assessment, design forysafetf scoping the software safety effort, to determine

formulating safety requirements, can be categorizeq qio " risk index and inherited software  risk,
into management principles, technical and practizes determining the volume & complexity of the software

accordafnce with deoftware Sagety fManaggmgnt, thGyith hazardous aspects of the system and how td mee
areas of scope of demonstrated safety criticalesyst -,y ercome the various levels. And tailor the gffo

addressing _safety issues early, visualizing teneet requirements by the degree of controls,
assurance, integrating skills and techniques. complexity and timing criticality.

Software safety configuration management: This  Software safety testing: The phase is intended to focus
phase include configuration plan, establishment andafety testing by identifying the program weakngssse
1572
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during abnormal or unexpected conditions that may
cause or tend to cause software failures, beyord th
boundary of operational performance limitationdgtsat
these can be removed.

Software safety implementation: Is that, the safety
requirements that passed downstream to coding level’,
for effective and efficient software controls offeds
hazards to materialize or realized. The errors #rat
exclusive for safety-related safety-critical partd
software code, but other parts of software codeclvhi
comply with the safety control, need to be consder
equally. Implementation of the developed softwdtera
incorporating safety features, unit wise segregate
safety-critical test.

g—’ig. 8: Laboratory prototype of rail road crossing
control system

Software safety verification: Software safety
verification phase should provide the correctness
arguments which demonstrate about how the
component level and system level safety requiresnent
are satisfied. The verification phase is applicatue

. : Sensorl L]
required phases to the entire development phase: =
wherever deemed fit. No single technique is endogh I
providing complete assurance, combination of

techniques need to be applied. Moreover, manual WutenR piot oain i
inspections, walk-through and audit may be caroied !
v

Sensor2

—rm ==

Controller

&

Software safety case design, development and
analysis: A software safety case to be designed and
analyzed consisting of various phases, particldaa t
safety-critical system and safety-critical softwaféie  Fig. 9: Partial functional block diagram of RCCS
case is iterative until acceptance is achievedulshgo
through hazards analysis, architecture and design The Locomotive runs with the electric power,
assurances. while on initial switching, the locomotive beging t
move along the track or rail when the metallic
Application to rail road crossing control system: A wheels of the train or locomotive receive powereTh
limited Complex Rail Road Crossing Control Systemtrain stops at the same position if the power syppl
(RCCS) as shown in Fig. 8, a laboratory prototyge, the rails or track is switched off. When the train
Safety Critical Computer System application thatapproaches the gate crossing zone, the objectigain
includes operations of opening and closing of taeeg identified or sensed by the sensor installed nber t
to allow and prevent traffic on the road while aitr gate crossing area. The captured information by the
passes through the crossing. The operation ofateig  sensor will be sent to the controller equipment.
to close before a train arrives and allow accegsags Similarly, the captured information after the
through and resume after the departure of the.tfdiis ~ departure of the train or locomotive after compliete
basic function requires a detection of approachiagy, passing through another sensor installed on theroth
or manual operation of the crossing gates by a humaside of the gate.
operator. The Fig. 8 shows laboratory prototyp&ail The Sensors are used to identify and detect the
Road Crossing Control System comprising of severalocation of the locomotive on the rails or trackitdl of
components described as follows. The mainnine numbers of sensors are deployed in this. Taus p
components are train, railway track, sensors, gate®f sensors are located on either side of the crgsxte,
controller with digital I/O card, signals and musglire  a set of three sensors are positioned (track chgngi
operated track change lever. These are brieflypurpose) at the division of track or rail one befand the
demonstrated as under. The partial block diagram obther two on each track after split. Lastly anotb&ir of
RCCS is shown in Fig. 9. sensors are commissioned with reference to théopiat
1573
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to identify the position, the starting point of th&in  storm, signal lights begin to blink red light indting
movement. The captured information from each wéll b failure, with implied suggestion to take necessary
transmitted to the controller. precautions. All of the points discussed above are
The Controller synchronizes the train activitiesthoroughly followed to implement, by collecting
with the gate. When the controller receives thenalig information from all concerned.
from the sensor 1, controller issues command teedbe
gates. And open gates command is issued when the CONCLUSION
message from sensor 2 is received. An IBM compatibl
PC is used as controller for RCCS. The softwar¢ tha  This study discussed about the various phases
controls the overall operations of the systemasest in ~ during the development of software for safety caiti
the memory of the controller PC. A user interfase i Systems. Two safety process areas namely, safety
provided to operate the selections of the contr@ile. A Management and safety engineering are appliechéor t
48-line 1/0 (DIO) add-on card is plugged into an development of safety critical system, Rail Road
available slot in the controller PC for monitorimgd ~ Crossing Control System (RCCS). All phases are
controlling the sensors and gate actuators. The @@  discussed in detail, for forming the basis of saftsv
receives the signals from all the nine sensorsetgpt ~ safety through and safety case development was
output signals sent from the DIO card control toevgr ~ suggested. This proposed method of integratingtysafe
supply to the train track, power supply to the gate =~ Management, safety engineering and software
assemblies, power supply to the muscle wired mésiman €ngineering, their interactions among were disalisse
to change the track lever and the four signaldight and is applied to laboratory prototype of four road
The Gates RCCS has two sets of gates on eithdinction traffic control system, as that includedesy
side of the track layout. The gate receives sigrah  Critical operations and observed meaningful, impobv
the controller component. When a close signal igesults and found safer. Further work is in progrees
received from the controller the gate is closedahdn  apply this integrated approach to software baséetysa
an open signal is received, the gate will be opefied  critical systems in other areas of industrial agatlons
open and close operations of the gate are carrigd olike power generating stations. This can be further
with muscle wired mechanism. Muscle wire is nickel€xtended to address the issues in the developmental
titanium alloy which contract and expand according COsts and time in implementation for software safet
current flow which achieves motor less motion fatey Rigorous work is needed to meet the complete set of
movement and track change. software safety requirements leading to the
The Signals for both rail and road are provided tostandardization of the framework.
indicate the train operators about the clearancthef
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