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ABSTRACT 

Recent advances in data collection, data dissemination and related technologies have inaugurated a new era 
of research where existing data mining algorithms should be reconsidered from the point of view of 
securing sensitive data. People have become increasingly unwilling to share their data. This frequently 
results in individuals either refusing to share their data or providing incorrect data. In turn, such problems 
in data collection can affect the success of data mining, which relies on sufficient amounts of accurate 
data in order to produce meaningful results. Based on the analysis of shortcomings of earlier technologies 
this study proposes a new method for securing numerical and categorical data. In this method the 
categorical data is converted into Binary form and perturbation based noise is introduced as a security 
method based on the security level anticipated. Several types of noise addition methods were employed 
and generalized results were evaluated in terms of misclassification error and privacy level. An average 
of misclassification error was below 50% for 75-90% security level, which is better than earlier methods 
which didn't handle categorical data. The results obtained prove that the proposed method outperforms 
some of the currently existing methods thereby ensuring the possibility of securing sensitive data 
irrespective of its type being numerical or categorical.  
 
Keywords: Security, Privacy, Data Dissemination, Clustering, Quantification  

1. INTRODUCTION 

With the development of data analysis and processing 
technique, organizations, industries and governments are 
increasingly publishing micro data (i.e., data that contain 
non aggregated information about individuals) for data 
mining purposes, studying disease outbreaks or 
economic patterns. While the released datasets provide 
valuable information to researchers, they also contain 
sensitive information about individuals whose privacy 
may be at risk (Samarati, 2001).  

1.1. Problem Definition  

Recent advances in data collection, data 
dissemination and related technologies have inaugurated a 

new era of research where existing data mining algorithms 
should be reconsidered from the point of view of privacy 
preservation. The need for privacy is sometimes due to 
law (e.g., for medical databases) or can be motivated by 
business interests. However, there are situations where the 
sharing of data can lead to mutual benefit.  

Despite the potential gain, this is often not possible 
due to the confidentiality issues which arise. It is well 
documented that the unlimited explosion of new 
information through the Internet and other media has 
reached a point where threats against privacy are very 
common and deserve serious thinking.  

Consider a scenario that there are several hospitals 
involved in a multi-site medical study. Each hospital has 
its own data set containing patient records. These hospitals 
would like to conduct data mining over the data sets from 
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all the hospitals with the goal of obtaining more valuable 
information via mining the joint data set. Due to privacy 
laws, one hospital cannot disclose their patient records to 
other hospitals. How can these hospitals achieve their 
objective? Can privacy and collaborative data mining 
coexist? In other words, can the collaborative parties 
somehow conduct data mining computations and obtain 
the desired results without compromising their data 
privacy? We show that privacy and collaborative data 
mining can be achieved at the same time.  

The problem of secured data mining has found 

considerable attention in recent years because of the 

recent concerns on the privacy of underlying data 

(Verykios et al., 2004).  

Various secured data mining techniques fall under: 

• K-Anonymity  

• Cryptographic techniques  

• Randomized Response techniques  

• Data modification  

Many recent papers on privacy have focused on the 
perturbation model and its variants. Methods for 
inference attacks in the context of the perturbation model 
have been discussed by Ackerman et al. (1999).  

The goal of this study is to present technologies to 
solve security related data mining problems over large 
data sets with reasonable efficiency.  

1.2. Literature Survey  

A number of papers have also appeared on the k-
anonymity model recently. Other related works discuss 
the method of top-down specialization for privacy 
preservation and workload-aware methods for 
anonymization (Du et al., 2004). A related topic is that 
of privacy-preserving data mining in vertically or 
horizontally partitioned data (Chen and Liu, 2005). In 
this case, we determine aggregate characteristics of the 
data which are distributed across multiple sites without 
exchanging explicit information about individual 
records. The key in many of these approaches is to 
reduce the communication costs as much as possible 
while retaining privacy, Chawla et al. (2005). (Liu et al., 
2006) discusses transformation based methods to 
preserve the anonymity of the data. This is different from 
our technique which uses group-based pseudo-data 
generation in order to preserve anonymity.  

1.3. Related Work: K Anonymity  

When releasing microdata for research purposes, one 
needs to limit disclosure risks to an acceptable level 
while maximizing data utility. To limit disclosure risk, 
Samarati and Sweeney (1998); Sweeney (2002) 

introduced the k anonymity privacy requirement, which 
requires each record in an anonymized table to be 
indistinguishable with at least k-1 other records within the 
dataset, with respect to a set of quasi-identifier attributes. 
To achieve the k anonymity requirement, they used both 
generalization and suppression for data anonymization.  

In general, k anonymity guarantees that an individual 

can be associated with his real tuple with a probability at 

most 1/k. While k anonymity protects against identity 

disclosure, it does not provide sufficient protection 

against attribute disclosure. There are two attacks: The 

homogeneity attack and the background knowledge 

attack. The limitations of the k anonymity model stem 

from the two assumptions (Wong et al., 2006). First, it 

may be very hard for the owner of a database to 

determine which of the attributes are or are not available 

in external tables. The second limitation is that the k 

anonymity model assumes a certain method of attack, 

while in real scenarios there is no reason why the 

attacker should not try other methods.  

1.4. The Perturbation Approach  

Agrawal and Aggarwal (2000) develops a new 

distribution-based data mining algorithm for the 

classification problem, whereas the techniques in Vaidya 

and Clifton (2002) and Rizvi and Haritsa (2002) develop 

methods for privacy-preserving association rule mining.  

In the perturbation approach, the distribution of each 

data dimension is reconstructed independently. This 

means that any distribution based data mining algorithm 

works under an implicit assumption to treat each 

dimension independently. In many cases, a lot of 

relevant information for data mining algorithms such as 

classification is hidden in inter-attribute correlations.  

1.5. Cryptographic Techniques  

Another branch of privacy preserving data mining 

which uses cryptographic techniques was developed. 

This branch became hugely popular (Laur et al., 2006) 

for two main reasons: Firstly, cryptography offers a well-

defined model for privacy, which includes 

methodologies for proving and quantifying it.  

Secondly, there exists a vast toolset of cryptographic 

algorithms and constructs to implement privacy-

preserving data mining algorithms. However, recent 

work (Wang et al., 2005) has pointed that cryptography 

does not protect the output of a computation. Instead, it 

prevents privacy leaks in the process of computation. 

Thus, it falls short in providing a complete answer to the 

problem of privacy preserving data mining.  
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1.6. Randomized Response Techniques  

The basic idea of randomized response is to scramble 

the data in such a way that the central place cannot tell 

with probabilities better than a pre-defined threshold 

whether the data from a customer contain truthful 

information or false information. Although information 

from each individual user is scrambled, if the number of 

users is significantly large, the aggregate information of 

these users can be estimated with decent accuracy. Such 

property is useful for decision-tree classification since 

decision-tree classification is based on aggregate values 

of a data set, rather than individual data items.  

Randomized Response (RR) techniques were 

developed in the statistics community for the purpose of 

protecting the privacy.  

Randomized Response technique was first introduced 

by Warner as a technique to solve the following survey 

problem: To estimate the percentage of people in a 

population that has attribute A, ueries are sent to a group 

of people (Polat and Du, 2005). Since the attribute A is 

related to some confidential aspects of human life, 

respondents may decide not to reply at all or to reply 

with incorrect answers. Two models: Related-Question 

Model and Unrelated-Question Model have been 

proposed to solve this survey problem. In the Related-

Question Model, instead of asking each respondent 

whether he/she has attribute A, the interviewer asks each 

respondent two related questions, the answers which are 

opposite to each other (Meregu and Ghosh, 2003).  

1.7. The Condensation Approach  

In general, data modification is used in order to 
modify the original values of a database that needs to be 
released to the public and in this way ensure high privacy 
protection (Verykios et al., 2004). It is important that a 
data modification technique should be in concert with the 
privacy policy adopted by an organization. Methods of 
modification include:  

Perturbation, which is done by the alteration of an 

attribute value by a new value (i.e., changing a 1-value to 

a 0-value, or adding noise): 

• Blocking, which is the replacement of an existing 

attribute value with a “?”  

• Aggregation or merging which is the combination of 

several values into a coarser category  

• Swapping that refers to interchanging values of 

individual records and  

• Sampling which refers to releasing data for only a 

sample of a population 

Liu and Xu (2009) illustrated this issue conveniently, 
but for three numerical attributes: Age, Weight, Heart 
rate.  

Raju et al. (2009) used multiply protocol based 
homomorphic encryption along with the existing concept 
of digital envelope technique to achieve collaborative 
data mining without sharing the private data among the 
collaborative parties.  

1.8. Secured Disclosure Approach  

This method has a number of advantages over the 
above models in terms of disclosing the sensitive 
attributes in an effective way.  

2. MATERIALS AND METHODS 

2.1. Cluster Analysis  

Clustering is an important data mining problem. The 
goal of clustering, in general, is to discover dense and 
sparse regions in a dataset. Most previous work in 
clustering focused on numerical data whose inherent 
geometric properties (Verykios et al., 2004) can be 
exploited to naturally define distance functions between 
points. However, many datasets also consist of 
categorical attributes on which distance functions are not 
naturally defined. Recently, the problem of clustering 
categorical data started receiving interest.  

2.2. Categorical Variables  

Categorical variable (nominal variable) is a variable 
which can take more than two states and the domain of 
the categorical attribute is small. For example, marital 
status is a categorical variable that may have, say three 
states: Single, married, divorcee.  

Let the number of states of the variable be M. The 
states can be denoted by letters or symbols. The 
dissimilarity between two objects i and j, defined by 
nominal variables can be computed using the simple 
matching approach in Equation 1 as:  
 
d (i, j) (p m) / p= −  (1) 

 
where, m is the number of matches (i.e., the number of 
variables for which i and j are in the same state) and p is 
the total number of variables.  

2.3. Binary Variables  

A binary variable has only two states: 0 or 1, where 0 
means that the variable is absent and 1 means that it is 
present. A binary variable is symmetric if both of its 
states are equally valuable and carry the same weight; 
that is there is no preference on which outcome should 
be coded as 0 or 1. One such example could be the 
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attribute gender having the states male and female. A 
binary variable is asymmetric if the outcomes of the 
states are not equally important, such as the positive and 
negative outcomes of a disease test. By convention, we 
shall code the most important outcome, which is usually 
the rarest one, by 1(e.g., HIV positive) and the other by 
0(e.g., HIV negative).  

2.4. Proposed System  

The proposed system consists of two steps. In the first 
step, the categorical attribute is converted into binary 
attribute. Then, in the second step the geometric data 
transformation technique is used to transform the binary 
data and any of the conventional clustering algorithms like 
k-means can be used for clustering. This data transformation 
technique ensures the privacy of the original data.  

2.5. Converting Categorical Value into Binary 

Value  
The Geometric data transformation methods cannot 

be applied for the categorical value. So, it is to be 
converted into binary value. Categorical variable can be 
converted into asymmetric binary variable by creating a 
new binary variable for each of the M nominal states. 
For an object with a given state value, the binary variable 
representing that state is set to 1 while the remaining 
binary variable are set to 0.  

For example, to encode the nominal variable marital 
status, a binary variable can be created for each of the 
three values listed in Fig. 1. For a person having the 
marital status “married”, the married variable is set to 1, 
while the remaining two variables are set to 0.  

2.6. The Basics of Data Perturbation  

In its simplest form, fixed-data perturbation methods 
involve perturbing a confidential attribute X by adding 
some noise term e to result in the perturbed attribute Y. 
When this method is used for multi attribute databases, 
each attribute in the database is perturbed independently 
of the others. In general, this method is described as Y = 
X + e, where e is drawn from some probability 
distribution (e.g., Uniform, Normal) with mean 0 and a 
known variance to the data. These methods are referred 
to as Additive Data Perturbation (ADP). Apart from 
ADP methods, Multiplicative Data Perturbation (MDP) 
can also be used to provide aggregate statistics, while 
protecting the privacy of individuals represented in a 
database. In such a method, for a single confidential 
attribute X, the perturbed attribute Y is described as Y = 
Xe, where e has a mean of 1.0 and a specified variance. 
Since the mean of e = 1.0, there is no bias in estimating 
the mean. When the MDP method is used to distort 
multiple confidential attributes, each attribute must be 
perturbed independently of other attributes.  

 
 
Fig. 1. Mapping Categorical to Binary value 

 

The Hybrid Data Perturbation Method, denoted by 
HDP, combines the strength of the previous methods 
(Oliveira and Zaïane, 2006): TDP, SDP and RDP. In this 
scheme, one operation is selected randomly for each 
confidential attribute that can take the values {Add, 
Mult, Rotate} in the set of operations Di (OP). Thus, 
each confidential attribute is perturbed using an additive, 
a multiplicative noise term, or a rotation.  

This Hybrid data transformation approach can be 
used to transform the binary data to preserve the privacy 
of the original data. Conventional clustering algorithms 
like k-means can then be applied on the transformed data 
and again clustering results are analysed.  

2.7. Measurements: Measuring Effectiveness  

The effectiveness is measured in terms of the number of 
legitimate points grouped in the original and the distorted 
databases. After transforming the data, the clusters in the 
original databases should be equal to those ones in the 
distorted database. However, this is not always the case and 
there are some potential problems after data transformation: 
Either a noise data point end-up clustered, a point from a 
cluster becomes a noise point, or a point from a cluster 
migrates to a different cluster. Misclassification Error is 
measured in terms of the percentage of legitimate data 
points that are not well-classified in the distorted database. 
Ideally, the misclassification error should be 0%. The 
misclassification error, denoted by ME, is measured as 
denoted by Equation 2 as:  
 

E i iM 1 / N * (| Cluster (D) | | Cluster (D) |)= −∑  (2) 

2.8. Quantifying Privacy  

Traditionally, the privacy provided by a perturbation 

technique has been measured as the variance between the 

actual and the perturbed values (Muralidhar and Sarathy, 

2003). This measure is given by Var (X-Y) where X 
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represents a single original attribute and Y the distorted 

attribute. This measure can be made scale invariant with 

respect to the variance of X by expressing security by 

Equation 3 as:  
 
Sec Var (X Y)Var(X)= −  (3) 
 

Clearly, the above measure to quantify privacy is 

based on how closely the original values of a modified 

attribute can be estimated.  

The proposed system was coded in VB.Net using 

the clustering basics of WEKA tool. The various 

experimental results for 3000 records are shown in 

Table 1-4 and Fig. 2-5 which conclude that the results 

are likely to be fine at cluster levels less than 6.  

3. RESULTS 

• Data set taken: Census data set  

• Sensitive item: Tax filer status, marital status  

• Data mining task examined: Clustering  

• Security methods: Additive, Multiplicative, 

Translation and Rotation Noises

 

 
 

 
 

Fig. 2. Graphical results: Additive secutiy method 
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Fig. 3. Graphical results: Scaling security method 

 
This evaluation is performed in two phases. In the 

first phase, the data mining task-clustering is performed 
without securing the sensitive details. In the second 
phase, the same data mining task-clustering is performed 
by securing the sensitive attributes.  

For Census dataset, the data quality of the perturbed 
datasets is then compared with the data quality of the 

original dataset for estimating the effectiveness of 
secured disclosure in preserving the patterns.  

The proposed secured data disclosure system was 
evaluated with census data set, for each type of the 
secured disclosure method (Additive, Scaling, Rotation 
and Hybrid) at various privacy levels (0, 0.25, 0.50, 0.75 
and 1) and the misclassification errors levels are noted.  
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Fig. 4. Graphical results: Rotation security method 
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Fig. 5. Graphical results: Hybrid security method 
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Table 1. Tabular results: Additive security method 

Noise % Mis. Err % PL SA1 PL SA2  

  25 6 0.0170 0.025  
  50 2 0.0590 0.073  
  75 51 0.1170 0.132  
  90 52 0.1420 0.169  
100 50 0.1700 0.192 
 
Table 2. Tabular results: Scaling security method 
Noise % Mis. Err % PL SA1 PL SA2  

  25 45 0.906 0.817  
  50 45 0.922 0.849  
  75 45 0.934 0.870 
  90 45 0.939 0.881  
100 45 0.942 0.887 
 
Table 3. Tabular results: Rotation security method  

Noise angle Mis. Err % PL SA1 PL SA2  

  45 58 0.091 0.592  
  90 84 0.682 1.914  
135 67 3.197 2.413  
180 56 4.214 3.124  
225 56 3.599 3.613  
270 57 3.579 1.553  
315 65 2.512 0.613 
 

Table 4. Tabular results: Hybrid noise 

Noise %  Mis. Err % PL SA1 PL SA2  

  25 82 0.020 0.984  

  50 45 0.065 0.987  

  75 12 0.112 0.989  

  90 12 0.146 0.990 

100 12 0.170 0.990 

3.1. Results and inference: Additive Security 

For Census dataset, the proposed secured data 
disclosure system achieved a moderate privacy of 0.2 
i.e., 20% was observed, for additive perturbation security 
level between 75%-100%, having misclassified records 
around 50% as in Fig. 2 and Table 1.  

3.2. Scaling Security  

For Census dataset, the proposed secured data 
disclosure system achieved a good privacy of 0.9 i.e., 
90% was observed, for scaling perturbation security level 
between 25%-100%, having misclassified records around 
45% as in Fig. 3 and Table 2. 

3.3. Rotation Security  

For Census dataset, the proposed secured data 
disclosure system achieved a moderate privacy of 4 i.e., 
40% was observed, for rotation perturbation security 
levels between 180-270 degree, having misclassified 
records around 55% as in Fig. 4 and Table 3. 

3.4. Hybrid Security 

For Census dataset, the proposed secured data 

disclosure system achieved a good privacy of 0.9 i.e., 

90% was observed, for hybrid perturbation security 

levels between 75-100%, having misclassified records 

around 10% as in Fig. 5 and Table 4. 

3.5. Testing And Evaluation 

The same dataset was tested with our own tool  
developed in VB.Net using the clustering basics of 
WEKA and also in WEKA. Experiments show that 
this method can greatly improve the privacy quality 
without sacrificing accuracy. Unlike the existing value 
randomization methods, where multiple columns are 
perturbed separately, this needs to perturb all columns 
together, where the privacy quality of all columns is 
correlated under one single transformation.  

This method quantifies a privacy level on an average 

greater than 50% for which the misclassification error 

level is below 50% on an average. The values vary for 

different datasets and also for different runs as the 

random noise level also varies. But the noise level is kept 

within a range for quantifying the results.  

There exists a growing body of literature on securing 

sensitive data mining. These algorithms can be divided 

into several different groups. One approach adopts a 

distributed framework. This approach supports 

computation of data mining models and extraction of 

“patterns” at a given node by exchanging only the 

minimal necessary information among the participating 

nodes without transmitting the raw data. Securing 

association rule mining from homogeneous and 

heterogeneous distributed data sets are a few examples. 

The second approach is based on data-swapping which 

works by swapping data values within same feature.  

4. DISCUSSION 

Our approach which works by adding random noise to 
the data in such a way that the data values are distorted, 
preserving the underlying distribution properties at a 
macroscopic level. The algorithms belonging to this group 
works by first perturbing the data using randomized 
techniques. The perturbed data is then used to extract the 
patterns and models.  

In this approach, the distribution of each data 

dimension is reconstructed independently. This means 

that any distribution based data mining algorithm works 

under an implicit assumption to treat each dimension 

independently. In many cases, a lot of relevant 
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information for data mining algorithms such as 

classification is hidden in inter-attribute correlations.  

Perturbation techniques are often evaluated with two 

basic metrics, loss of privacy and loss of information. An 

ideal data perturbation algorithm should aim at minimizing 

both privacy loss and information loss. However, the two 

metrics are not well-balanced in many existing perturbation 

techniques (Agrawal and Srikant, 2000; Evfimievski et al., 

2003; Aggarwal and Yu, 2004). 
Loss of privacy and loss of information/accuracy are 

treated as two conflict factors in privacy preserving data 
classification. In this study, we propose a GDTM based 
perturbation technique that guarantees zero loss of 
accuracy, where the optimality is measured by a new 
multi-column privacy metric. 

5. CONCLUSION 

The family of Geometric Data Transformation 

Methods (GDTMs-Additive, Scaling, Rotation) ensures 

privacy preservation in clustering analysis, notably on 

categorical data. The proposed method distorts only 

confidential categorical attributes to meet privacy 

requirements, while preserving general features for 

clustering analysis. To best knowledge this is the first 

effort toward a building block solution for the problem of 

privacy preserving data clustering. This work can be 

summarized as follows: First, GDTMs are introduced 

and validated. The performance evaluation 

experiments demonstrated that the methods are 

effective and provide practically acceptable values for 

balancing privacy and accuracy.  

5.1. Limitations 

The transformed database is available for secondary 

use and must hold the following restrictions: (a) the 

distorted database must preserve the main features of the 

clusters mined from the original database; (b) an 

appropriate balance between clustering accuracy and 

privacy must be guaranteed. The results of the 

investigation clearly indicate that the methods achieved 

reasonable results and are promising. 

5.2. Future Work 

This study can be extended in two directions: (a) to 
investigate the impact of GDTMs on other clustering 
approaches; (b) designing new methods for privacy 
preserving clustering when considering the analysis of 
confidential categorical attributes, which requires 
further exploration. 
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