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Abstract: Problem statement: Autonomous decision making and resource schedamegthe main
objectives of market-life computational grid. Resmuproviders and consumers make the scheduling
decisions with cost and incentive factors. The bhkjectives are to maximize the success rate of job
execution and to minimize fairness deviation amoagpurces. The challenge is to develop a grid-
scheduling scheme that enables individual partidpéo make autonomous decision while producing
a desirable emergent property in the grid sys#&pproach: An incentive-based scheduling scheme is
presented to utilize a peer-to-peer decentralizelteduling framework a set of local heuristic
algorithms and three market instruments of job ancement, price and competition degree. The
incentive based scheme is enhanced with priorisgethgricing schemes. The resource availability, job
priority and network delay are used for the cogt exrcentive decision®Results: The performance of
this scheme is evaluated via extensive simulatisingusynthetic and real workloads. The system
achieves efficient cost and incentive optimizationboth providers and consume@onclusion: The
approach outperforms other scheduling schemes fimizing incentives for both consumers and
providers, leading to highly successful job exemutind fair profit allocation.
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INTRODUCTION schedule jobs of consumers to resources of pravitber
optimize incentives for both parties. Most impothan
Grid computing, which aims at enabling wide-areasuch objectives should be realized not by an onteigo
resource sharing and collaboration, is emerginga as scheduler, but rather, the scheduling scheme shmld
promising distributed computing paradigm (Parashaautonomous. That is, each participant makes detdsio
and Lee, 2005). Based on how computational jobs aren its own behalf and the individual economic
scheduled to resources, computational grids can beehaviors of all participants work together to
classified into two types: controlled and mark&eli accomplish resource scheduling, with optimized
grids. Both the types involve sharing and collabiora  incentives being an emergent property of the grid
among resource providers and resource consumers amgstem. Does such a scheme exist at all? The answer
the scheduling schemes can be either centralized @ not obvious.
decentralized. The key difference between the tegih Formulation of the above scheduling problem and
who makes scheduling decisions. In a controlled, dhe  investigation of market instruments and algorithans
grid system decides when to execute which job oictlwh done. Identification of the successful-executiote rof
resource. In a market-like grid, such decisionswaade by jobs as the incentive for consumers and the invefse
each resource provider/consumer, but all the iddali fairness deviation as the incentive for providess i
participants utilize some market instruments siuchrce  made. As even a sub problem of the formulated
to achieve the grid system wide objectives. scheduling problem is NP-complete, we develop a
This work focuses on the scheduling problem inscheduling scheme (called IB) using local heurssigc
market like computational grids. In particular, it done. Job announcement, Competition Degree (CD)
addresses the issues of optimizing incentives @h b and price are defined and used as market instrisment
resource consumers and resource providers so thkRbur heuristic algorithms, local to each participame
every participant has sufficient incentive to stayd developed to utilize the market instruments and to
play, leading to a sustainable market. The mairoptimize the incentives. Performance evaluation is
challenge, phrased as a scheduling problem, is toonducted via extensive simulations, utilizing both
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statistically generated workloads and real workéoad the job to run there, the job will take 20/5 = 4tsirof
The results show that the proposed IB schemé&ime to complete, generating a profit of2D = 40 for
outperforms other schemes in optimizing incentifices  the provider.
both consumers and providers.

Incentives for consumers and providers: Intuitively,
Problem formulation: We define a market-like consumers are attracted to a grid, because itsofffigh
computational grid as a quadruple G= (R, S, J, Mg  quality of computational service at low cost. Tbaild
grid G consists of a set of m resource providers R lead to many potential metrics of consumer incestiv
{RO,..., Rm-1} and a set of k resource consumers S However, a fundamental incentive requirement is #ha
{SO .... Sk-1}. Over a time period T, a set of b§oJ = grid should have a high successful-execution rdte o
{J0,., In-1} are submitted to the grid by the cansus,  jobs, where a successful job execution means tfati a
scheduled by the scheduling scheme M and execyted lis executed without missing its deadline. When tate
resources of the providers. The scheduling scheme N4 too low, even if the cost is zero (as in theecaben a
should employ market instruments to allow eachgrid is advertising funded), the consumers willelos
provider and each consumer to make the schedulinfith in the grid and quit it. Therefore, we chodbke
decision autonomously. That is, each provider Ri ca successful-execution rate of the grid system as the
decide whether it would offer its resource and eaclincentive for consumers.
consumer Sj can decide whether it would use aioerta
resource to execute its jobs. Related work: Much attention has been devoted to the

area of scheduling in distributed computing (Egal.,
Consumers and jobs: In this work, computation- 2005). However, to the best of our knowledge, thsre
intensive  jobs are  considered and  allstil no work investigating effective scheduling to
communication/networking overheads are ignored. Alloptimize incentives for both consumers and prosder
jobs are independent of one another (Pad#lal., utilizing market information. Many previous resdarc
2003). The k consumers altogether have n jobs tprojects focused on optimizing traditional perfonoa
execute in time period T. The consumers first stbmimetrics, like system utilization, system load bakan
job announcements to the computational grid. A joband application response time in controlled gritisey
announcement includes the information of job lengthdid not consider market-like grids, where providing
and job deadline. Job length is an empirical valuesufficient incentives for participants is a keyiss
assessed as the execution time of the job on a Enterprise is a task scheduler for distributedketar
designated standard platform. Job deadline is & walike computing environments. The work shows the
clock time by which a consumer desires a job to beeffectiveness of a bidding model for a decentrdlize
finished, expressed as a number between 0 anduk, Th scheduling framework. Spawn is a market-based
a job with length = 10 and deadline = 100 means thacomputational system that utilizes idle computalon
the job’s execution takes 10 time units on a degtiggh  resources in a distributed network of heterogeneous

standard computer and it must be finished 100 tim&omputer workstations. The auctions employed by
units after the common base time 0. Spawn are sealed-bid second-price auctions. Beyya

al. (2005) identify the distributed resource manageme

: . challenges and requirements of economy-based grid
P.I’OVId(?rS and  resources From the sched_ullng systems and discuss various representative economy-
viewpoint, each resource prowder is modeled vs_ht‘ee_ based systems. They also present commodity and
parameters: capability, job queue and unit pricey ction models for resource allocation (Abdelkaeter
Capability is the computational speed of the undiegl 5 2008). The evaluation results of computational a
resource, expressed as a multiple of the speetieof t gata grid environments demonstrate the effectivenés
standard platform. The job queue of a resourceigeov economic models in meeting users’ QoS requirements
keeps an ordered set of jobs scheduled but not yghbdelkaderet al., 2009). A consumer initiated bid
executed. Each job, once it is executed on a respur model is chosen in this work.

will run in a dedicated mode on that resource, aith CompuP2P (Guptat al., 2006) is an architecture
time-sharing or preempting. A provider charges dor for enabling Internet computing, using Peer-To-Peer
job according to its unit price and job length. tmiice ~ (P2P) networks for sharing of computing resourtés:
refers to the price that the resource offers faceing  work focuses on modeling pricing with the game tgeo

a job of unit length. When a provider with capapib  and microeconomics to deal with selfish behaviod an
bids to execute a job of length 20 at a unit pof€  proves that its model guarantee the incentive ffatha

and if the consumer accepts the bid and decidssrid  providers to share resources and not to cheat.
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Enterprise tries minimizing the completion time of provider gets the information of designated neighbo
jobs. Spawn aims at the fairness of resource ditmta from the portal and then connects into the P2Parltw
the number of CPU slots bought is proportionalhe t A consumer submits a job announcement to the
amount of funding. Nimrod/G is a resource computational grid via one portal. Then, the job
management and scheduling system based on ti@nouncement spreads throughout the P2P network,
parameter sweeping system. Nimrod and Nimrod/Gsimilar to query broadcast in an unstructured P2P
built with Globus toolkit. Resources can be asdedia System. The providers that receive a job announoeme
with prices and jobs can be given budgets. Theomsth May bid for the job. Realization of the complete
do not focus on economic feature and give no furtheCOMpetition among all the providers based on two
explanation and implementation of their economigaid Cconsiderations is desired. Firstly, the job exegutime
over Nimrod/G. Libra (Sherwanit al., 2004) is an IS sufficiently long such that the overhead of enBTy
expansion of Nimrod/G for cluster computing. Its €M oOn remote computers becomes relatively
objective is to maximize the successful-executiate r nﬁgl|g|ble. Thus, all the providers should haveegpal
under the constraint of budget. Performance evatuat chance to compete for any job, without considetire

shows its improvement in the rate of accepted job: eographical locations. Secondly, the number of

. . id ill not be t i neoth
compared with FIFO. Unlike most related work thatsé?/\grae'rsmndﬁzd)e ?oor Ia;gebﬁtg\f)ig:gly rne(;Jtresen?sn an

considers performance objective only for resourcggministrative domain, within which local schedglin
consumers, First Reward (Irwiet al., 2004), a value- pojicies are employed. It is well known that blind-

based heuristic task scheduling scheme for a mhasetd  fiooding-based broadcasting is a fatal weakness of
grid setting, tries maximizing the profits of proets. unstructured P2P networks. Many investigators ét.al.,
Partial results of our incentive-based scheduliodk  2004) have studied building overlay networks, whose
are reported in (Zhet al., 2004; Xiacet al., 2005). Zhet  topology closely matches the topology of physical
al. (2004) consumers assign budgets to jobs and ehoosetworks. Once an overlay network with the desirabl
providers according to the claimed completion tilNe.  characteristic is built, an efficient broadcastingchanism
price or CD mechanisms are investigated. In (O&aal.,  with good performance can be constructed.
2005), the impact of CD is studied. It does notrigiate The P2P scheduling infrastructure enables the
the dual-objective scheduling problem, developrapgete  effective interactions between consumers and pessid
scheduling scheme, evaluate performance in detgil, and jobs are scheduled as a result. Schedulingrgche
provide quantitative comparison with related wods of steps is that a single job goes through in the
what the current work does. scheduling scheme M. All jobs from consumers follow
the same steps:

The incentive-based scheduling scheme: An
incentive-based scheduling scheme IB is propose&tep 1: A consumer submits a job announcementeto th

here with heuristics, employing a P2P decentralized computational grid and the job announcement is
scheduling framework. The scheme is characterized a broadcast to all the providers.

follows: (1) Each consumer or provider autonomouslyStep 2: Each  provider, upon receiving a job
makes scheduling decisions, (2) All scheduling announcement, estimates whether it is able to
algorithms are local to a resource provider and (3) meet the deadline of the job. If yes, the provider
Three market instruments, job announcement, price sends a bid that contains the price for the job
and CD, are used. directly back to the consumer; otherwise, the

provider ignores the job announcement.
Peer-to-Peer scheduling framework: Our scheduling Step 3: After waiting for a certain time, the comsu

framework takes advantage of the P2P technology, processes all the bids received, chooses the
utilizing its characteristics of decentralizationnda provider who charges the least and sends the job
scalability. A central server is far from robustdathe to the selected provider.

maintenance is costly. Apart from that, as evertigigant ~ Step 4: The provider who receives the job ins¢ritsto

in the computational grid is autonomous and acts its job queue. When the job is finished, the
individually. A decentralized scheduling infrasture is provider sends the result to the consumer.

more favorable. Furthermore, owing to the dynanaits

grid environments, players may enter or leave wtiare. The value of the parameter-waiting interval inpste
A P2P network can handle such dynamics. 3 should try not to miss any potential bid and atso

The computational grid G has several portalspue  make decisions as soon as possible. In the expetsme
of which a provider can join the grid. On enteritigg  conducted in this work, the average execution tisne
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chosen as the waiting interval for synthetic wosakls Here, p is the unit price of the provider, Lshe t
and 10 sec for real workloads. job length of job s ang is a decimal slightly larger
Both are rather conservative values so that théhan 1. When the variable reordered is set to tie,
performance evaluation results will not be favoyabl price is raised. Generally, jobs are enquired eatder
skewed. of their arrival. To meet job deadlines, some jofesy

Incentive-based scheduling algorithms: The incentive be inserted into the job queue ahead of foregang, |

based scheduling algorithm is designed with thieiai which |nd|c§1tes that the_deadllnes of thes_e Jot!§ ar
such as job levels, local schedule information andfomewhat tight and the jobs need to be given higher
dynamic price assignment. Four algorithms have beefriority. Thus, it is reasonable to charge moretf@m.
designed in this work for providers. The job conmpgt On the other side, a tight deadline also increadlkes
algorithm describes how a provider bids when réngiv  possibility of failing to meet it. Providers raitiee price

a job announcement in step 2. The heuristic locaio reduce the chance of being chosen to some extent
scheduling algorithm is responsible for arrangihg t
execution order of jo_bs in the.JOb queue Qf a moui It Step 3: The provider sends the price as a bid and inserts
starts when a provider receives a job in step 4& Th ) . )
price-adjusting  algorithm and  the CD-adjustingthe job at the place that the variable insert place

algorithm help a provider in dynamically adjustitg  ndicates at the probability of 1-CD. If the proerd
unit price and CD properly over the period of its Chooses to insert and the job does not come after a

participation in the computational grid. certain time, it deletes the job from its job quelibe
duration of keeping an unconfirmed job should be as

Job competing algorithm: As a result of the ghort as possible but long enough to guaranteeanot
decentralized scheduling framework, providers makgjgete offered jobs.

decisions based on local, imperfect and delayed

informf;_\tion, which often puts them in a dilemm_a. Heuristic local scheduling algorithm: Once the
. Things get more complex when more JObS. arepenalty model is introduced, providers must takeeso
involved. There are two extreme attitudes for pievs S .

to compete for jobs. One is aggressive. It meaasdh measures to minimize the_loss. What a_provu_jer_ctmr_w
provider never considers the unconfirmed jobs wherdS t© arrange the execution order of jobs in itb jo
estimating whether it is able to meet job deadlfieis ~ queue. We call it local scheduling. On calculatthg

is a risky one, but chances often accompany riske.  penalty of all the possible permutations of jobdital
other is conservative. It means that a provideraghv out the one with the least penalty is NP-complete,
keeps the unconfirmed jobs in the job queue forheuristic approach is applied. The approach isbase
consideration for a certain time. This attitudel wéver  the heuristic rule that when a job is inserted,reative
lead to deadline missing but may lose potentiahcha  order of the jobs in the origin queue is unchanged.
and, thus, profits. Different competition attitudesl  gyery time a provider is offered a job that is kept in
result in different allocations of profits. To stuthe o job queue, it starts the heuristic local scliegu

impact of competition attitude, a parameter by namealgorithm. The algorithm is needless for providers

CD is defined a real number from 0-1. A providel wi :

insert unconfirmed jobs into its job queue at theWhose_CD |s_equal to 0, bec_au_se they always I_<eep

probability of 1-CD. unconflrm_ed Jobs_. The_ heuristic chal scheduling
Every time a provider receives a job algorithm is described with the following pseudoeod

announcement, it starts the job competing algorithmlts time complexity is O (g2):

The algorithm is stated as follows: Its time comjile

is O(q), where q is the number of jobs in the jolewg: 1 insert_place- Py

2 penalty~ calculate the penalty of inserting the job at
Py

3forl - g-1-0do

4 penaltycalculate the penalty of inserting the job gt P

Step 1: The provider estimates whether it is able t
meet the job deadline.
Step 2: The provider offers a price for the job.

The pseudo code is given as follows: 5 if penalty< penalty then
6 penalty— penalty;
1 price— pLLg 7 insert_place- P;
2 if reordered then 8 end if
3price—x L 9 end for
4 endif 10 insert the job at insert_place
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Price-adjusting algorithm: As our performance
objective for providers is the fair allocation abfits, it
involves all the providers. It is almost impossibdebe

algorithm skillfully avoids endless increase or dase
in unit price. Thus, the price will fluctuate arauthe
market price, which is acceptable for both conssmer

realized if every provider just behaves based an thand providers.

local information. Inevitably, all the providersawto Providers can choose not to adjust price everg tim
know some global information. In the algorithm bist ~ ©ne job is offered or not but start the algorithvery
work, it is assumed that every provider is informedSeveral jobs. However, if so, the providers arevsio
with the aggregated capability of all the providérs react to the market. The fairness will be degraded
the computational grid. The information can beaccordmgly.

acquired when a provider enters the grid via agbort Competition-degres-adjusting  algorithm:  Like

and is updated in the same way that a JOqﬂuman beings, providers have diverse behavior. ,Thus

announcemen_t IS fo_rwarde(_j. . providers with various CDs coexist in a computadion
In a certain period of time, every commodity has

) o .ygrid. The more conservative ones are relativelys les
a predominant price in the market. For a commodit Competitive than the more aggressive ones. They
like CPU cycles, such a price is easier to deteemin

>~ oo always keep unconfirmed jobs in their job queued an
because commodities of this kind do not have greafeng 1o lose potential jobs because of being unable
difference in quality. We call the price as marketpig Most likely, these jobs are offered to the enor
price and it acts as a directive. When entering th%ggressive ones. As a result, fairness among all th
grid, a provider gets the market price from a plortaproviders is hard to achieve. Moreover, the jokat th
and sets it as the initial unit price. Then, evénye a  could have been done by the conservative ones may
provider is offered a job or deletes an unconfirmedbring the aggressive ones not only profit but also
job, it starts the price-adjusting algorithm. The penalty, of course, which results from deadlinesinig.
algorithm is stated as the following pseudocode andh wise provider, whether a conservative or an
the time complexity of this algorithm is O (1): aggressive one, should never hold its attitude tdwa
competition if things like that happen. It will adj its
CD according to the situation that it perceivesud it

is the main objective of the CD-adjusting algorithm
The following pseudo code describes the algoritimeh a
the time complexity of this algorithm is O (1):

1rlcLoly
2r2-Cly. . C

3 if offered a job then
4ifrl >r2 and p <= then

O<j(m

5p ‘_O.(*p; //[Every time the penalty increases

6 end if o 1ifR, >= TH, and CD >=¢ then

7 _else // delete an unconfirmed job 5 CD..CD -¢-

8ifrl <r2 and p >=fthen 3 endif ’

20p(e_n[3d*i? //[Every time a certain interval such as 1 day
11 endif 1if R,<TH, and R>= TH;and CD <= 1¢& then

2 CD~ CD+;

Lo, which is the offered job length, is the aggredate 3 endif

length of jobs offered to the providers,Lwhich is the
total job length, is the aggregated length of jol®se

announcements are received by the proqugiKij

Here, Rp is the ratio of penalty to profit angif
the ratio of jobs that the provider does not bid fitHp
and TH are thresholds for them, respectively. If one
rate gets above its threshold, CD is adjusted
offered job length and the total job length rewimden  accordingly at the step of. As can be seen, the check
the total capability is updated. In addition, C andre  of Rp is not only timelier but also prior. The reass
the capability and unit price of the provider, that the rate of penalty to profit is a more obsgidndex
respectively, PM is the market price,is a decimal to providers. Thus, Rp is checked every time ard th
above 1 ang is a positive decimal under 1. The price- penalty increased, whereas ¢an be checked regularly
adjusting mechanism in this work simple and inwiti ~ at a little longer interval such as 1 day.
just to make prices different and it differentiatie
chances of providers to be chosen and eventualliResource and cost management scheme: The cost
realize the fair allocation of profits. Furthermpotee and incentive estimation scheme for computational
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grids is implemented using the J2EE environmené Thordered set of jobs scheduled but not yet exectach

system is designed as three applications. Thegde job, once it is executed on a resource, will runain

server, resource provider and consumer. The grikcse dedicated mode on that resource

application is designed to handle the authentinagiod Without time-sharing or preempting, a provider

scheduling operations. The resource provider agidic ~ charges for a job according to its unit price aods;j

is designed to provide shared resources to oth@esno length. Unit price refers to the price that theorese

The consumer application is used to access thene®  offers for executing to its unit price and job lémg

The applications are interconnected using the remot

method innovation techniques. The resource provider CONCLUSION

allocates the resources to the consumer with reeréo We formulate job scheduling in a sustainable

the scheduling scheme provided by the grid server. — maryet-like computational grid as a double-objegtiv
The cost estimation and incentive estimationgptimization problem to optimize incentives for hot

scheme is designed with the priority informatiomeT  consumers and providers. As the problem is at NRst

supply and demand factor is used for the costomplete, development of an incentive-based

estimation process. The cost is increased due €0 thscheduling scheme IB with heuristics, using a P2P

demand factor and the incentive is increased witljecentralized scheduling framework is done, this

reference to the supply factor. The priority factsr scheme has the following features: (1) Each consume

decided by the provider and the consumer during ther provider elaborate makes scheduling decisio?s, (

resource request process. The proposed scheme alab scheduling algorithms are local to a resource

considers the network delay factors. provider and (3) Three market instruments, thajois,

announcement, price and CD, are employed and the

Grid server: The grid server application is designed to former two circulate in the grid.

carry out the administrative operations. The user
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