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ABSTRACT

Routers in wireless networks are often prone tdetarof attacks like a man in the middle, distridait
denial of service, smurf, ping of death, routingps, counting to infinity, . Among all these attack
routing loop is the most common one and it haveaanful effect on network performance. In this
study, we have proposed a novel cognitive agensedaecurity scheme to handle routing loops in
wireless networks. The proposed scheme uses Cugnitigents (CAs) on every routers with
Observation-Belief (O-B) model, which detect andndi@ routing loops efficiently. As a result,
network performance improves with respect to vasigerformance metrics like delay, packet loss
ratio, bandwidth consumption, throughput, laterspyeue length and so on.

Keywords: Wireless Networks, Cognitive Agents (CAs), Routihgops, Security, Time To Leave
(TTL), O-B Model

1. INTRODUCTION (Chakrabarti and Manimaran, 2003; Yeung and Fung,
2004). Consider an examplEig. 1), where there exists a
1.1. Wireless Network Security source node 'S’ and destination node 'D’, alonghveitset

] o of routers (R1,R2, R3 and R4). S first forwardsphekets
In recent years, wireless networks are gaining moreto R1, then to R2, which in turn forwards it to RS.the
popularity because they have become cheaper anel morysual case R3 was supposed to forward the paabets t
effective source of information (Kanawat and Pariha destination 'D’. Suppose R3 and R4 are under rgutiop,
2011; Fanet al., 2005; Barmaret al., 2007). However  then R3 forwards packets to R4 and R4 forwardadkho
risks are inherent in wireless networks due tor&etaof R1. This forces the packets to circulate in thep lomitil
attacks, which have devastating impact on the n#two there Time To Live (TTL) value expires.
performance (Choet al., 2009; Lashkargt al., 2009). Routing loops are classified into two types imnsient
Therefore security plays a vital role in wirelestwork. routing loops and persistent routing loops. In siemt
1.2. Routing L oops routi_ng loop, packets get trapped in a loop fdn(_msperiod
of time. Factors that cause transient routing l@op
Routing is the process of forwarding the packedmfr ~ propagation delay, uneven routing table updatibanges
source to destination through the shortest andreecu in network topology and so on. In persistent rauioop,
possible path. Routing loops is a common problem inpackets gets trapped in a loop for a prolongedogeni
wireless networks. In a general wireless routingnado, time. Factors that causes persistent routing loepauting
the source sends the packets containing destinatidress  table poisoning, miscon-figuration of router, dogtion of
to the network of routers. It is the job of the tayg to router control information, overloading of sharetks and
intercept the packet and forward it to the intendedso on. Compared to transient loop, persistent tayses
destination. If the router is witnessing routingdoattack ~ devastating impact on network performance (Xaal.,
then the packets continue to be in a loop forever2005; Saini and Khari, 2011).
Correspondent Author: Kumar, R., Department of Information TechnoloBgmakrishna Institute of Technologyoimbatore,
Tamil Nadu, India
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Fig. 1. Routing loop example

13. Impact of Routing Loops on Network the link is getting over utilized and suspects plaekets
Performance passing over that link to be in indeterminate loop.
The proactive nature of CAs helps in detecting the

Usually lack of consistency in routing table data packets that are mistreated i.e., those packeisbeil
causes routing loops. Among all routing attacksiting prevented from further broadcasting and sending
loop attacks are the most common one and has dilarm speed of the packets will also be reduced. Thetkby
effect on net-work performance, which includes CA successfully determines the compromised router
unbounded delay, increased packet loss, out ofrordeWith malicious intent. _
delivery of packets, excessive band-width consuonpti If the routing table is taking much longer timectm-
degrading the quality of service, booming jtter, center, then the CA with opportunistic nature hdlps

. . spotting the count to infinity problem.
q?creased tlhrOL:_ghput, p;gckets %et d|§traqted a"g\fw CA diagnoses the network topology for artificial
Into wrong location, routing cache poisoning, co partitions. If it finds any artificial partition #n the
infinity problem. Hence there is a need to detecting

= routing table is considered to be poisoned. Because
loops in its early stages and develop counter meado  ,ificial partitions are created by the wrong &

handle it properly (Waichal arfdeshram, 2013). present in the routing table.
1.4. Cognitive Agents Since the wireless routers are re_s_trictive in recses)
having CAs based scheme will efficiently make uge o
CA is a software entity which functions continugusl resources to propose required security.

and autonomously in a particular environment, gble - .
carry out activities in a flexible and intelligentanner. ~ 1->- Proposed Cognitive Agents Based Adaptive

CAs are good at handling routing problems in wssle Security Scheme

network (Minaret al., 1999; Muraleedharaet al., 2007; The proposed security scheme for routers in wiseles
Hengartneet al., 2002a). The following features of CAs  networks, mainly consists of two functional computse
helps in handling routing loops problems: i.e., Action-Taker and Belief-Analyzer. The preseraf

CAs observes the behavior of surrounding routersrouting loops are detected by incorporating O-B ehaal
and makes decision accordingly. Suppose if theerdst ~ CA on every router. The Action-Taker with two sub
exhibiting suspicious behavior (i.e., frequentlppiing components Observation-ldentifier and Belief-Getogra
packets, excessive link bandwidth consumption and s generate beliefs over the connections and thenstake
on) then CAs suspects that the packets routed the¢r  security actions based on the generated beliefshef
path is in routing loop. generated belief is No-Routing-Loop, then the cotioe is

CAs learns the traffic pattern on the ongoing link, considered as trustworthy and it will be continascearlier;
then compares the current traffic pattern with ¢haeier if the belief is Suspect-Routing-Loop, then theremotion is
one. If the deviation among them is high theniitses that ~ considered for further analysis, suspected beiikbes sent
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to Belief-Analyzer component, which either confirros
ignores the suspected belief; if the generatedefbédi
Confirm-Routing-Loop, then based on the deviatithg
connection is declared as malicious or not.

1.6. Organization of Paper

The rest of the paper is organized as followsj@e@&
gives some of the related works, section 3 providese of
the terminologies used in the study, section 4aéplCA
with O-B model, section 5 discusses the proposedrisg
scheme in the detail, section 6 gives a samplegpdickv
diagram for various formulated beliefs, sectioristuass the
results obtained, finally section 8 draws the aasioh.

2. RELATED WORKS

Routing loops are caused by inconsistencies in

routing table. Hengartnest al. (2002b), routing loops
are classified based on loop sizes and loop dustio
Here, routing loops causes are identified and taen
analysis is carried out to determine its impacipanket
loss, delay incurred, link utilization and jitt8he results
obtained shows that the routing loops have a prafou
impact on network performance.
Detection and analysis

during interior gateway protocol convergence periad
protocol is also proposed for updating the routialgle
content, which in turn avoid the transient loophnliéss
computation overhead. But the problem of updating
consistent forwarding information base is not adsied.

3. DEFINITIONS

In this section, we provide definitions for somettod
terminologies used in the study.

3.1. Looping Parameters

The networking parameters that causes a routing loo
are referred as Looping Parameters. e.g.,: TTLevalu
Internet Protocol (IP) header checksum, link dilian
rate, packet transmission rate.

3.2. Observation

Primarily, Observation means becoming aware of
connections behavior based on their looping paramet
value. Example: Conventional packet format, regular
traffic, endangered integrity.

An observation is obtained from the collection of
various looping parameter. E.g., an observationeaal

of routing loops in Conventional packet format is obtained by a sébabing

(Garcia-Lunes-Aceves, 1993), discusses routingdoop parameters like {TTL value of the packets passimgugh
manifestation in packet traces. Here an algoritem i the router are unique, Packets are passing thraugh

presented that detects the presence of routinglbaged
on the packet replica streams. The algorithm @etects
the packet replicas, validates the replicas and therge
the replica streams. The merged replicas are ceresid

particular router only once, IP header checksuncinest
with the checksum of every hop along the path}.

3.3. Belief

as routing loops and all the packets in the merged A strongly held notion about routing loop existence

replicas are trapped in the routing loop. The atgor is
applied on packet traces of sprint IP backbone owdw

and packet replicas is analyzed with respect to TTL

or non-existence is known as belief. Example: Nding
loop, Suspect-routing-loop and Confirm-routing-loop
A belief is deduced from various observations. Fag.

value and several other factors. The paper does nobelief called Suspect-Routing-Loop is derived frarset

consider per connection analysis for routing loops.

of observations like {Unconventional packet format,

Loop free routing algorithms i.e., diffusing update !rregular traffic and Preserved integrity}. A déeai
algorithms are designed in (Francois and Bonaventur belief generation model is shownFig. 2.

2005). These algorithms treat the distributed ssort

path routing as diffusing computations problem and

converges in finite time after any topological ches
and link failures. It performs better than the &Ry loop

3.4. Time Window

Time window is the measure of the number of
packets that are transmitted in a specified peoéd

free routing algorithms which involves message and!iMe over a connection.

storage  ambiguities. But it lacks
diffusing update algorithms.

In routing loops (Francoisind Bonaventure, 2005)
various topological changes that occur in largevosts
are discussed. Then it proves that by orderingifftates

of the routing tables, transient loops can be aabid
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The Time Window Size (TWS) is determined as

g follows Equation 1:

TWS=CB*CRTT (1)

where, CB is the Connection Bandwidth and CRTT is
the Connection Round Trip Time.

JCS
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Loopingparameters Obsernvation Beliet
TIL value of the packets {Pi,..pj-pn} , passing through the
routerRi, are same. ]
Eg: 1 p1,950,060,p100 are the packets passing through the router ~_ Comventional
Riand alhave sameTTL valuele, S0seconds. - : ettt
TIL value of the packets {Pi..,pj..on}, passing lhrough ﬂ'ae /| 4unconventional
router i, are unigue, packetformat 4 No routing
Eg:1Fp1, p50,60,7100 are the packets passing through the router . / | loops
Ri and al have different TTL values i.e., pl=0sec, p50=30sec, Y
pol=T7sec, pLO0=B0sec. 0 ',Jtemaud'ﬁz
Packets {P,..pi, pn},atpmng rhrmhapaituiamuterm
onlyonce. ! | Suspect for
Eg:Packets pl, 50, po p100 are pasing throughthe router R _-"‘"'"“""”’”
for onetimeina periodoftime, 'I';'"‘-‘Fﬁﬁfﬁﬁ"
Paces {¥,,-or, ae passig through a partcr rute 0
oftenly. J-L i
Eg: Packets pl, pS0, Mplﬂﬂampawrgﬂmﬁﬂlermrﬂl Pty Pressred 1\ Confirm
for more than 10timesin aperiodof time, Integrity . routing loogs
P header checksum matches with checksum ofmqhop a[m; 1
thepath.
Eg: If the IP header check sum is 4E19 and HI, H4, HB are the Endagered
hops alongthat path and checksumat HL 4, HB €19, | 5 inegrty
IP header checksum mismatches with H!echechmnfeverv e
hop along the path.

Eg; If the IP header check sum is 4E19 and HI, H4, H3 are the
hops along that path and checksum at H1, H4, H8 are different
L&, H1=321F, HA=4E 1, H3=B1E,

Fig. 2. A simple observation-belief model
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Fig. 3. Belief database tree structure
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Table 1. Examples for class c IPV4 addresses

use of Belief-Analyser while diagnosing any

IP address Network part Hostpart  suspicious connections. CA along with its composent
192.50.25.12 192.50.25 0.12 s pictorially depicted irFig. 5.
192.50.25.30 192.50.25 0.30 Action-Taker: Action-Taker with O-B model is one of
18358-7%-(2)4 133'206712 8-24 the important functional components in the proposed
192.50.72.21 192.250.7 21 architecture. The O-B model has two sub comporients
192.250.72.05 192.250.72 0.05 . o .

Observation-ldentifier (Ol) and Belief-GeneratoB
192.250.72.25 192.250.72 0.25 . .
192.950.255.12 192.950.255 0.12 Thre_e k_mds of b_ellefs are generat_ed over a
192.250.255.33 192.250.255 0.33 connection i.e.No-Routing-Loop, Suspect-routing-loop

3.5. Belief Database

This database is available at Belief-Analyser
maintaining history of beliefs generated over

connections. The entries in Belief database anesepted
in tree form i.e., root node and intermediate nioldmtify
the network to which the connections belong to kad
nodes stores the beliefs generated over the cammecA
sample belief database tree structure is showangir3, for

some of the class C IPV4 addresses mention€&dhite 1.

4. COGNITIVE AGENTSBASED
SECURITY SCHEME TO HANDLE
ROUTING LOOPS

In this section, we first explain a wireless netxiry

and Confirm-Routing-Loop. In case of No-Routing-
Loop, the connection is genuine without any malisio
intent. In case of Suspect-Routing-Loop, connect®n
for suspected to be malicious, Belief-Analyzer compoimen
the used for further analysis. In case of Confirm-RogHi
Loop, connection immediately starts exhibiting ptee
looping parameters and decision cannot be takeadbas
only on that. So if the number of times Confirm-Rog-
Loop beliefs generated exceeds the Confirm-Routing-
Loop threshold i.e., Ththen it is considered as malicious
and will be terminated permanently else the coimeds
prone to be malicious, as a proactive measureinis t
window size will be shrinked for a CRTT period. The
functioning of Action-Taker is given in algorithm 1
The process of computing &hs given as follows.
First, the weighted mean of Confirm-Routing-Loop
belief i.e., WM, is computed Equation 2;

model considered for the proposed scheme and theusd
the functioning of CA along with its components and WMe = (Wn* N, +Ws*N g +We*N )/ T, (2)

corresponding algorithms.
4.1. Network M odel
Consider a wireless networking environment

comprised of N nodes (connections) distributed aer

Then the threshold for Confirm-Routing-Loop belief
i.e., Thy is calculated based on the VWM
i.e.,
Thcrl = WMcrl(llTrl) (3)

wide geographical areaFiQg. 4). Packet streams are
forwarded from source nodes to destination nodesWhere:

through several routers along the path. CA with

0O-B Wn, Ws, Wc = The priority based weights assigned to

model is placed on every router, receives packeasts

from various source nodes then intercepts looping
parameters from each stream. After intercepting the
looping parameter values, it generates a belief that
particular packet stream using O-B model. Then theNn
generated belief will be analyzed further to detamthe
existence or non-existence of routing loops. Nspi

4.2. CA on Router

CA is placed on every router, mainly consists of Ngy
two important components i.e., Action-Taker and
Belief-Analyser. Action-Taker receives all the
incoming connections and generates beliefs over theT,
connection. Based on the generated belief, actiolhs
be taken on the connections. Action-Taker will make

////4 Science Publications 1716

No-Routing-Loop, Suspect-Routing-Loop
and Confirm-Routing-Loop belief. Wc has
higher priority, Ws has moderate priority
and Wn have least priority

The number of times No-Routing-Loop
belief is generated over the connection
The number of times Suspect-Routing-
Loop belief is generated over the
connection

The number of times Confirm-Routing-
Loop belief is generated over the
connection

The total number of routing loops
generated over the connection, in the
given time window
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Fig. 4. Network model
Cognitive agent components
No-lop continue the Confirm-suspect-loop  permanently
connection as earlier disconnect the connection
Packets of —
connection C )
AV}
IObsen'atiouideutiﬁed I [y E L o
i Broop Belief analvser
Belief generator
Action faker | T

Timing window

Agree-confirm-routing-
loop_ permanently
disconnect the connection

Ignore-suspect-loop
shrink the timing window

Belief database

Disagree-contirm-routing-loop_
shrink the timing window size

4.3. Observation-ldentifier

Fig. 5. CA on wireless router

The OI helps in identifying observations for cortimt
based on its current looping parameters value.lddgng
parameters are logically combined to form obsewaati A
sample working of Ol is given in algorithm 2:

Examplel

TTL-Value*Packets-per-Router”®
Conventional-packet-format.

Example2

PChecksum

TTL-Value™Packets-per-Router*|PChecksum

Regular-Traffic.

% Science Publications
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Example3

TTL-Value™Packets-per-Router*I|PChecksum
Endangered-Integrity.

4.4, Belief-Gener ator

The BG generates beliefs based on the
observations that are identified over each conpacti
Here, logical AND. operation is applied on the

~ identified observations, based on the resultanteval

belief will be generated over the connection. A paam
working of BG is given in algorithm 3.

— Algorithm 1 Working of Action-Taker

1. Begin

JCS
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2. Input: Packet streams from various connections. 6. LVkO Packets-per-Router value.
3. Output: Beliefs i.e.Bl will be formulated for every 7. LvmO IPChecksum value.
input connections. 8. if (LVi O~LVKO=LVm)
4. [Initialize Number of confirm-routing-loop belief 9. The  conventional-packet-format  observation
counter i.e., i to zero. generated.
5. Computer Th,. 10. else
6. forevery connection dO_ _ 11. The unconventional-packet-format observation
7. Calculate the time window size for every new generated.
connection. 12. end if
8. Accepts various looping parameters from connectionq 3 (=LViO~ LVKOLVm)
C. _ o N 14. The Regular-Traffic observation generated.
9. Observation set OB Observation-identifier 15 else
(looping parameter). 16.  The Irregular-Traffic observation generated.
10. Belief i.e., B[O Belief-Generator (OB). 17. end if
11. if Bl is no-routing-loop then 18. if (-LViOLVKkO-LVm)
12. Continue the connection as earlier. 19. The Preserved-Integrity observation generated.
13. else if Bl is suspect-routing-loop then. 20. else
14. send Bl to Belief-Analyzer. 21.  The Endangered-Integrity observation generated.
15. else if Bl is confirm-routing-loop then. 22 end if
16. Increment Ny. 23. Return the identified observations set i.e., OB.
17.  If Ngy>Thethen 24. End
18. Agree confirm routing loop-Permanently ] ] ]
disconnect the connection. Algorithm 3 Logic of Belief-Gener ator
19. else 1. Begin
20. Disagree confirm routing loop-Shrink the time o Input: Identified observations set.
window size. 3. Output: New belief generated over the connection.
21.  endif 4. Accept identified observations set.
22.  endif 5. Let OVi, OVk, OVm, be the values of identified
23. end for observations in observations set.
24. End 6. OVill Conventional-Packet-Format value.
Example 1 7. OVKO Regular-Traffic vqlue.
_ 8. OVm Preserved-Integrity value.
Conventional-packet-format*"Regular- 9. if (OViDOVKOOVM) then
Traffic*Preserved-Integrity= No-Routing-Loop. 10. The No-Routing-Loop belief generated.
Example 2 11. else if GOVill=-OVKkOOVm) then
_ 12. The Suspect-Routing-Loop belief generated.
Conventional-packet-format"Regular- 13. else if GOVil~OVK=OVm) then
Traffic*Preserved-Integrity = Suspect-Routing-Loop. 14, The Confirm-Routing-Loop belief generated.
Example 3 15. end if .
P 16. Let Bl be the selected belief.
Conventional-packet-format*Regular- 17. Return BI.
Traffic*Preserved-Integrity = Confirm-Routing-Loop. 18. End
Algorithm 2 Logic of Observation-1dentifier Example 1

1. Begin

2. Input: Looping parameters.

3. Output: Identified observations.
4

Accept various looping parameter values, say LVi,

LVk and LVm.
5. LViOTTL-Value.

////4 Science Publications
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Conventional-packet-format*"Regular-
Traffic*Preserved-Integrity = No-Routing-Loop.

Example 2

Conventional-packet-format*"Regular-
Traffic*Preserved-Integrity = Suspect-Routing-Loop.

JCS
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Example 3 9. for every suspect routing loop belief do.
: 10. Compute DF between received suspected belief
Conventional-packet-format*Regular- . S .
Traffic*Preserved-Integrity = Confirm-Routing-Loop and the beliefs existing in the beliefs database.
' 11. CDF = CDF+DF
4.5. Belief-Analyzer 12.  end for

13. if CDF>Thythen
Confirm the suspect belief: Terminate the
connection permanently.

Belief-Analyzer finds the Cumulative Deviation
Factor (CDF) between the received suspected beIief14'
of a connection and that connections beliefs inefbel
database. It establishes a threshold for suspect-1° €Is€ _ o
routing-loop beliefs i.e., T based on the history of 16. Ignore the suspect belief: Temporarily disconnect
beliefs in Beliefs database. If the CDF is withhret the connection.

The: then the suspect-routing-loop belief will be 17. endif

ignored, but as looping parameters exhibited by the 18. end for

connection are little more than the normal rangeaa 19. Refresh the belief database periodically.
proactive measure that connection will temporarily 20. End

disconnected for a CRTT period else the connection

is confirmed to be malicious and it will be termied 5. PACKET FLOW DIAGRAM FOR

permanently. The logic of Belief Analyzer is shown VARIOUSBELIEFSFORMULATED

in algorithm Equation 4 and 5: OVER THE CONNECTIONS

CDF=((Bl-Blyy) +...+(BI-Blg,))/ T 4) In this section, we discuss the general structdre o
the packet and routing table then sample packet flo

Where: diagram is drawn for every different kinds of b&ie

BI = The generated belief over the connection (I-€:» No-Routing-Loop, Suspect-Routing-Loop and

Confirm-Routing-Loop) generated over the
connectionsFigure 6 shows the general structure of
the packet and routing table.

Figure 7 shows a sample packet flow diagram for
No-Routing-Loop belief. Here, we can observe that T
value of the packets are unique, header checksutmeof
packet and checksum at every hop are same andtpacke
passes through the router exactly once. By se€ling a

Where: _ o these features CA on router formulates a beliefedal

Blgpy,-..-Bkin = The ignored and confirmed suspect-
routing-loop beliefs in beliefs database

Ten = The total number of suspect-routing-loop
beliefs in beliefs database:

Th,,=CDF/n (5)

routing-loop belief _ Figure 8 shows a sample packet flow diagram for
n = The number of time the threshold is computed Suspect-Routing-Loop belief. Here, we can obsema t
so far TTL Value of the packets are unique, header cheuksu

the packet and checksum at every hop are not sathe a

Algorithm 4 Working of Action-Taker packet passes through the router twice. By sediitigese

1. Begin features CA on router formulates a belief calledfat-

2. Input: suspect routing loop belief. Routing-Loop over the connection.

3. Output: Ignore or confirm the suspect routing loop  Figure 9 shows a sample packet flow diagram for
belief. Confirm-Routing-Loop belief. Here, we can obserkatt

4. Initialize Belief databasé NULL. TTL value of the packets are same, header checks§um

5. Initialize the threshold i.e., Th the packet and checksum at every hop are not sathe a

6. Initialize CDF to zero packet passes through the same router very oftgn. B

7. Initialize DF to zero seeing all these features CA on router formulatbslief

8. for every connection do called Confirm-Routing-Loop over the connection.
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Packet format:
L Header PDID
Pl Checksum
Routing table format:
Ho,
psip | PSID/router Pyt ol PDID| TWS

count

Checksum

Where,

PSID= Packet Source Identifier.

TTL=Time To Leave.

Kumar, R. and G. Kousalya / Journal of Computeefsae 10 (9): 1712-1724, 2014

Header checksum= IP header chacksum value.

PDID=Packet Destination Identifier.

PSIDirouter count= count of number of times a
packet passes through that particular router.

Hop Checksum=Checksum value calculated at
the hop.

TWS=Time Window Size

Fig. 6. General structure of packet and routing table

P1

P2

192.99.120.12| 12

1234 | 192.12.10.11 k—192.99.120.13 22 |1F234 3192.44.111.2

Routing Table
PSID/router Hop
e count Checksum NextHop tiee L
1929912012 1 1C234 192.99.121.22 | 192.12.10.11 | 122ms
19299.120.13| 4 1F234 19269122 | 192441112 | gpms

Fig. 7. Sample packet flow for No-Routing-Loop

1720
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P1 P2

alﬁlﬂg.llﬂ.ll 12| 1€234 | 192.12.10.11 [+—{192.99.120.13| 22 |1F234 ;192.44.111.2

Routing Table
|PsiD/router Hop '
PSID PDID TWS
count Checksum Next Hop
192.99.120.13 2 1EEEL 192.99,12.2 192.44.111.2 : 122ms

Fig. 8. Sample packet flow for Suspect-Routing-Loop
P1 P2

e192.99.120.12 121C234 | 192.12.10.11 —{192.99.120.13| 121F234 [192.44.111.2

Routing Table
PSID/router Hop
PSID PDID TWS
count Checksum NextHop
192.99.120.12] 5 1€212 192.99.121.22 1 192.12.10.11 | 99ms
19299.12013) ¢ 1EEEL 19299122 | 192441102 | 110ms

Fig. 9. Sample packet flow for Confirm-Routing-Loop

6. RESULTS slightly above the normal range so Action-Taker
consults Belief-Analyser to ignore or confirm the
In this section, we discuss the performance of thepelief. Here, the amount of computation involvedyma
pro-posed cognitive agent based security with isfge  be slightly more so the packets may experience
various networking parameters like packet drops,increased delay; In case of Confirm-Routing-Loop
latency, packet re-transmission rate. (CRL), exceeds the normal range at a sudden, hut wi
Figure 10 shows a plot on beliefs over the be handled efficiently by the Action-Taker. As sul,
connections Vs average delay incurred. Here, tkelief the delay experienced by the packets will be less.
are classified into three types i.e., no routingplo Figure 11 shows a plot on transmission time (sec) Vs
suspect routing loop and confirm the routing lotp.  throughput (bps). Here, CAs are built with O-B mioste
case of No-Routing-Loop (NRL), looping parameter they are intelligent enough in tracking the routiaogps.
values are within the normal range, so Action-Taker So the chances of packets getting trapped in angut
immediately formulates the belief and the amount of loop and wasting the bandwidth decreases. As dtresu
computation involved is less. As a result, the pack network throughput increases over tilMeanwhile, its
experiences zero incurred delay; In case of Suspecthistory database will be updating so it can acelyat
Routing-Loop (SRL), the looping parameter values ar detect the presence or absence of routing loop.
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Figure 12 shows a plot on transmission time Vs packet packet transmission. As a result the packets sdhbev

loss ratio. Here as the packet transmission tiegeds the

packet loss ratio experienced will be reduced sratithe
two factors i.e., belief generation and use of tinee
window. The CA on every router generates beliets dive
connections for every time window period. Time vand
helps in choosing an optimal rate for packet trasson
over the connection and belief generation helgeiecting

successfully delivered to the destination and patdes
experienced will be reduced over time.

Figure 13 shows a plot on the number of connections
Vs efficiency in detecting the routing loops. Aseth
number of connection increases the efficiency in
detecting the routing loop also increases. CA disgs
many connections, it gains more knowledge about the

reliable path i.e., free from all kinds of routitapps for connections and its packet streams.
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7. CONCLUSION Garcia-Lunes-Aceves,J.J., 1993. Loop-free routing
using diffusing computationslEEE/ACM Trans.
In this study, we have presented a novel cognitive Netw., 1: 130-141. DOI: 10.1109/90.222913
agents based adaptive security scheme for routers iHengartnerl., S. Moon, R. Mortier and C. Diot, 2002a.

wireless net-works. Cognitive thinking is employed Routing loops: Detection and analysis of their
the router, which makes it more proactive and impact on loss and delay. Proceedings of the
opportunistic in nature. Routers with cognitive @ige Proceedings of ACM/USENIX Internet
can effectively detect the presence of routing $oapd Measurement Workshop, (IMS’ 02).

handle it efficiently. It also makes sure that ffleekets  HengartnerJ., S. Moon, R. Mortier and C. Diot, 2002b.
get transmitted only through the secure path thdteie Detection and analysis of routing loops in packet
from all kinds of routing loops. The proposed ségur traces. Proceedings of the 2nd ACM SIGCOMM
scheme enhances the network performance with respec Workshop on Internet Measurment-ACM, Nov. 06-
to various performance metrics such as routingydela 08, ACM Press, New York, pp: 107-112. DOI:
latency, packet drop ratio, throughput, bandwidth 10.1145/637201.637217

consumption, queuing length. Kanawat, S.D. and P.S. Parihar, 2011. Attacks ieless

networks. Int. J. Smart Sensor Ad Hoc Netw.
Lashkari,A.H., O.B. Zakaria, S. Farmand and R. Saleh,

Barman,D., P. Satapathy and G. Ciardo, 2007. Detecting 2009. S,hoglder surfing attack in graphical passvvprd
attacks in routers using sketchBsoceedings of the authentication. Int. J. Comput. Sci. Inform. Setgyri

7th Workshop orHigh Performance Switching and 6:145-154. _
Routing, May 30-Jun. 1,[EEE Xplore Press, Minar, N., K.H. Kramer and P. Maes, 1999. Cooperati

Brooklyn NY pp: 1-6. DOI: mobile agents for dynamic network routing.
10.1109/HPSR.2007. 4281248 Software Agents Future Commun. Syst. DOI:

Chakrabarti, A. and G. Manimaran, 2003. A Scalable 10.1007/978-3-642-58418-3_12 .
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