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Abstract: Wireless Sensor Networks (WSNs) are small, inexpensive and 

battery-operated sensor nodes that are deployed over a geographical area. 

WSNs are used in many applications such border patrolling, military 

intrusion detection, wildlife animal monitoring, surveillance of natural 

disasters and healthcare systems. Mobile object tracking is a vital task in all 

these applications. The goal of this work is to highlight the most important 

challenges in the field of object tracking and provide a survey of the WSN 

architectural design and implementation approaches for tackling this 

problem. To that end, we analyze how each approach responds to each 

challenge and where it falls short. This analysis should provide researchers 

with a state-of-the-art review and inspire them to propose novel solutions. 
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Introduction 

A Wireless Sensor Network (WSN) is usually 

comprised of hundreds of small sensor devices, 

deployed randomly or manually in order to observe an 

event of interest. If sensors are in the proximity of the 

event of interest, they track and report back the 

observed data to the base station (Sink) periodically. 

The base station serves as a gateway to remote 

command centers for further processing and data 

aggregation (Younis et al., 2014). 

The sensor is a small device that consists of four 

units: Sensing unit; which is responsible for 

transforming a physical quantity into electrical signal 

(Sendra et al., 2011), processing unit (or microcontroller 

and memory unit) that is responsible for functions such 

as controlling the sensor's activities and executing the 

communication protocols, communication unit (or 

wireless radio transceiver) that is used to communicate 

with the external world and the neighboring nodes and 

power unit (or the battery) which is usually non-

rechargeable and cannot be replaced. 

Over the past years, WSNs have proved high 

effectiveness in numerous applications such as border 

patrolling, military-restricted areas, prison walls 

monitoring, campus security and rescue operations, 

surveillance, wildlife animal tracking, traffic control, 

home automation and remote healthcare monitoring 

systems (Tsukamoto et al., 2009; Rault et al., 2014; 

Prasanna and Rao, 2012). 
Border patrol systems, for example, have recently 

gained lots of interest for the purpose of watching and 

controlling borders, detecting and tracking intruders, 

enemy movements or any illegal activities. WSNs also 

proved their importance in the field of public safety and 

military applications such as mine field detection and 

battle field surveillance. Furthermore, WSNs have been 

used in healthcare systems especially for what is called 

Body Sensor Network (Sun et al., 2012; Alhmiedat et al., 

2012) that is used to monitor the patient’s body and gather 

clinical information to help in rehabilitate physically 

impaired persons. In traffic-monitoring systems, WSNs 

are used on streets to collect data about traffic to help 

people to get the latest information regarding traffic jam in 

different areas and to achieve intelligent transportation 

system (Kafi et al., 2013). 

The salient task that is common among all these 
applications is object (or target) tracking. This object 
could be a fugitive, an intruder at a border, or an attacker 
at a military base. Tracking these mobile objects involve 
several sub-tasks such as object interception (or 
detection), localization and continual reporting of its 
position to the base station (Tsukamoto et al., 2009; 
Darabkh et al., 2012). Tracked objects may have 
different types of signals to be sensed. For example, 
sensing environmental changes such as light, 
temperature, pressure and acoustics, or chemical, 
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biological and radiological changes in case of security 
attacks (Chen and Varshney, 2004). 

Our objective in this study is to provide new 
researchers who are interested in object tracking in sensor 
networks with a reasonably comprehensive review of the 
field and inspire them to pursue it with new perspectives. 

To that end, our methodology in this study depends on 
surveying tens of papers published over the last decade in 
order to identify the challenges that researchers faced and 
categorize them. Then, we investigate the various 
solutions that tackled these challenges and classify them 
based on (1) the network architecture used and (2) the 

approach adopted. By this effort, we hope that we serve 
researchers get the essential background that inspires them 
to come up with novel solutions. 

Our paper is structured as follows. Section 1 defines 

the common challenges encountered in object tracking 

research. Section 2 discusses the frequently found network 

architecture and the most prominent approaches used for 

object tracking. In section 3, we discuss and analyze our 

findings. We conclude our paper by section 4. 

Challenges in Object Tracking 

Throughout our research journey (Ismail et al., 2015; 

Darabkh et al., 2012), we were able to identify several 

challenges pertaining to object tracking in wireless 

sensor networks. Next, we present these challenges as 

categories that are independent of their applications. 

Scalability 

Scalability is a twofold challenge: The number of 
sensor nodes in the network and the number of objects 
need to be tracked simultaneously. It is not uncommon to 
have a WSN deployment that consists of thousands of 
sensor nodes. The number may even reach millions in 
some applications (Li et al., 2008). With such large 
number of nodes, it is not easy to attend to each one due 
to several factors: Nodes many not be physically 
reachable, nodes may fail and other new ones may join 
the network. In such unpredictable, dynamic 
environment, scalable coordination and management 
functions are necessary to having robust WSNs. 
Consequently, designers of tracking algorithms are 
typically concerned about optimization problems 
germane to the size of the network, efficient scheduling 
of active vs. inactive nodes, energy consumption and 
communication overhead among sensor nodes. 

Furthermore, the number of objects needs to be 
tracked manifests another facet of scalability challenges. 
For example, tracking algorithms should be able to 
uniquely identify each object moving especially when 
the number of issued packets is increased for the sake of 
increasing accuracy (Naderan et al., 2012). They also 
should be optimized and adopt efficient scheduling 
mechanisms in order to intercept and track multiple 
objects simultaneously while being energy-conservative. 

Stability 

Since sensor nodes are likely to be installed in harsh 

conditions outdoors or in hostile environments, they are 

commonly subject to device failures or may change their 

initial deployment result from environmental influences 

such as wind or waterfall (Marks, 2010). Therefore, it is 

crucial for any object tracking system to demonstrate a 

reasonable degree of fault-tolerance and adopt some 

recovery mechanism (Tseng et al., 2003). 

Node Deployment 

Depending on the application, the WSN deployment 

can be either deterministic, where nodes are placed 

manually in a pre-planned manner (Yick et al., 2008) at 

certain Cartesian coordinates (Sendra et al., 2011), or 

randomized, where nodes are deployed across certain 

geographical area in an ad-hoc manner (Yang and 

Sikdar, 2003). Compared to random networks, 

deterministic networks are featured by lower complexity 

and lower cost of network maintenance and management 

because their nodes deployed placed at specific locations 

that ensure coverage. On the other hand, random 

deployment can spawn uncovered areas (Yick et al., 

2008). In addition, location identification for each sensor 

node is a must after deployment and before putting the 

network in operation. Location can be determined using 

Global Positioning System (GPS) system or manually by 

calculations (Garg and Jhamb, 2013) or by finding the 

relative location given that each node is within the 

coverage of another node (Li et al., 2014). 

Unfortunately, the random deployment is the only choice 

when we need to setup WSNs in harsh, unsafe or hostile 

ambiences. However, in a new type of WSNs, some 

sensor nodes reposition themselves over time in order to 

maintain coverage. 
This goal can be achieved by one of two methods. 

The first method depends on self-deployment where 
sensors autonomously reposition themselves in order to 
improve coverage. The second method depends on the 
relocation of redundant nodes in order to cover for the 
failed nodes (Zhu et al., 2011). 

Computation and Communication Costs 

Any WSN consists of small sensors with constrained 
capabilities of computation and communication. 
Typically, the cost of local computation is much lower 
than communication cost (Ren et al., 2008), which 
makes reducing the communication overhead a priority 
for any WSN algorithm. 

Energy Constraints 

Due to the difficulty of recharging, the lifetime of the 

battery in each sensor determines how long it can operate 

(Peynirci et al., 2014). Therefore, energy conservation 

should be kept in mind in all cases (Li et al., 2008). 
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Usually, algorithms tend to minimize energy 

consumption by: (1) Scheduling when a node should be 

in active or sleep state (Yang and Sikdar, 2003), or (2) 

minimizing the communication and computation cost as 

much as possible. On the other hand, as the author 

suggested in (Misra et al., 2015), not all sensors that 

detect the target are in charge with the tracking process. 

The algorithm uses the sensor’s residual energy to check 

that this sensor is available for the dwelling time that this 

target will be within range using a prediction formula. 

Any sensor node that does not meet this criterion is 

eliminated from the tracking process. 

Data Aggregation 

Data aggregation is a common task in WSNs where 
data spawned from individual sensors are combined and 
compressed at an intermediate sensor node before 
relaying them to the final base station, resulting in a 
minimal number of transmission packets (Jung et al., 
2011a). However, the extent of data aggregation 
depends on the intra-network spatiotemporal 
correlation of the signal of interest and the nature of the 
application (Li et al., 2008; Płaczek and Bernas, 2013). 
It also depends on functions such as suppression, 
minimum, maximum and average (Sendra et al., 2011) 
and other statistical techniques that help discover 
correlations (Naderan et al., 2012). The problem of data 
aggregation is more apparent when sensor nodes generate 
duplicate packets. Therefore, it is imperative for any 
algorithm to reduce travelling packets in order to have a 
less channel congestion and lower network latency. 

Sensor Technology and Localization Techniques 

Currently there are diverse types of sensors and 

localization techniques with different accuracies but 

none of them are highly accurate to be used for all 

possible WSN application scenarios. The best choice 

of sensor technology for a specific application is 

highly reliant on the needed distance range, signal 

propagation cost, precision, bandwidth etc. For 

instance, infrared, ultrasonic, electromagnetic, optical 

and Radio Frequency Identification (RFID) systems 

are the typically used technologies. The most popular 

localization techniques are range based which use the 

distance or angles such as Angle-of-arrival, Time-of-

arrival, Time-Difference-of-Arrival,  and Received-

Signal-Strength Indicator (Zhang et al., 2010) for 

indoor environments while GPS is used for outdoor 

environment since the line-of-sight is required 

(Muthukrishnan et al., 2005; Gu et al., 2009). 
Other issues that are directly related to algorithm 

design for tracking an object are. 

Tracking Accuracy 

Accuracy of tracking algorithms implies low 

probability of missing the moving object (Peynirci et al., 

2014), low response latency and low sensitivity to 

external noise. Furthermore, they should be equipped 

with a recovery mechanism in case the object is lost. 

Reporting Frequency 

Reporting frequency poses a tradeoff between 

accuracy and energy consumption. Tracking algorithms 

face the challenge of creating a balance between 

keeping the base station informed about the movement 

of the mobile object at certain frequency (Garcia et al., 

2010) and preserving energy that can be highly 

consumed at high communication frequency (Li et al., 

2008). The sink node can adjust the reporting frequency 

during the network progress and transmit the new value 

in a single broadcast message so each node will adjust 

its frequency accordingly (Mahmood et al., 2014). In 

non-sink centric approach, each node can increase its 

frequency in case of retransmission and as part of 

object recovery mechanism. 

Localization Precision 

The precision of determining object’s location by 

the WSN is proportion to the number of sensors used in 

the localization process.  Generally, to determine the 

location of an object in 2D space, at least three nodes 

are required and in 3D space, four nodes are required 

(Garg and Jhamb, 2013). To that end, object tracking 

algorithms face the challenging tradeoff between high 

precision and the need to conserve energy by lowering 

the number of active nodes participating in the 

localization process. 

Sampling Frequency 

One of the WSN parameters that an object-tracking 

algorithm may need to consider optimizing is the 

frequency of sampling, that is, how often a sensor 

attempts to detect the existence of an object per time 

unit. It is a parameter that can directly affect the 

precision of localization. Low sampling rate hides the 

minor changes in object movements, resulting in lower 

tracking accuracy or even failing to intercept the object 

entirely especially if it moves at a high speed. On the 

other hand, increasing the sampling rate improves the 

tracking accuracy but drains sensor’s battery. 

Security 

Security is vital in mission-critical applications. In 

mission-critical WSNs, sensors are deployed in harsh, 

unsafe or hostile places where they can be easy targets 

for intruders who may falsify the collected data. 

Tracking algorithms need to take care of source 

authentication, data integrity and confidentiality 

(Oracevic and Ozdemir, 2014a). Violation of one of these 
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security properties can lead to unspeakable risks. For 

instance, object detection algorithm can be deceived by 

injecting malicious data into the network, garbling the 

gathered data or sending phony ones. Therefore, object 

tracking algorithms, especially those used in sensitive 

application domains, must keep security vulnerabilities in 

mind prior to deployment. 

Solutions for the Challenges 

The literature is rich with approaches that aim to 

solve object-tracking challenges from different 

perspectives and for various goals. In this section, we 

review the network architectures with emphasis on the 

prominent approaches used and tracking algorithms that 

operate on top of each approach. Figure 1 depicts our 

classification of object-tracking architectures, as 

elucidated in the following subsections. 

The Naïve Architecture 

The naïve architecture is the simplest and the most 

traditional WSN model in which all sensors are always 

active trying to intercept and monitor objects in their 

sensing area and reports to one centralized sink node 

(Tsukamoto et al., 2009; Ramya et al., 2012). With equal 

responsibility, each sensor independently observes, 

processes and transmits the monitored data to the sink 

node (Fayyaz, 2011). Under this centralized approach, 

the sink node solely undertakes the heavy computation 

tasks related to tracking and localizing the monitored 

objects (Sarna and Zaveri, 2010). Moreover, the more 

sensors the network has, the more messages are relayed 

onto the sink node, leading to the increase in 

communication bandwidth consumption. This model is 

obviously not fault-tolerant due to the single-point-of-

failure and its limited scalability (Bhatti and Xu, 2009). 

It usually exhibits the worst energy efficiency because of 

its heavy communication and computation demands. 

This renders the naive solution a baseline for comparison 

with other solutions (Feng et al., 2014). 

In Tynan et al. (2009), the authors presented object 

tracking experiments based on centralized architecture to 

analyze the network performance when sensors use 

certain state transition model by examining trade-offs 

between energy, latency, density and accuracy tradeoffs. 

The localization techniques chosen for the experiments 

are: Maximum signal strength localization and weighted 

average localization. In the weighted average 

localization, each sensor estimates the location of the 

object; the larger the value, the greater the effect on the 

overall location estimation is. In the maximum signal 

strength localization, the maximum signal value sensed 

at an active sensor is assigned to the location of the 

object. An example of this central approach is the work 

in (Feng et al., 2014) where researchers used a grid 

network structure. They proposed using real time chain 

grid heads to relay the sensed data to the sink node while 

keeping other sensors asleep. Sensor nodes can 

distributedly decide their sleeping time based on the 

information from their neighbors. This enables distant 

nodes to sleep while nodes close to the object remain 

active. Simulation results of this augmented approach 

outperform the basic naive approach described earlier. 

Tree-Based Architecture 

In an attempt to improve performance, some 

researchers adopted a sub-graph of the entire set of nodes 

that has a tree structure. The root of this tree is the 

closest sensor to the object and other sensors get added 

or removed as the object moves (Tran and Yang, 2006a). 

In other words, the tree structure follows the object 

trajectory (Demigha et al., 2013). This structure reduces 

energy consumption and communication flow by 

limiting data transmission from the root to the base 

station through a particular route. However, as the 

distance between the root node and the object increases, 

the rate at which the tree needs to be reconfigured also 

increases. As a result, tree-based structure is not efficient 

for tracking high speed objects. 

 

 
 

Fig. 1. Network architectures used for object tracking in WSN (Fayyaz, 2011) 
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An example of the tree-based approach is the 

Optimized Communication and Organization (OCO) 

method that has autonomous characteristics such as 

self-organizing and auto-routing capabilities throughout 

the tracking process (Tran and Yang, 2006b). The OCO 

method consists of four phases: Position finding, 

processing, tracking and maintenance. A major 

shortcoming of this method is that sensors must be 

activated all the time which may lead to the depletion 

of their batteries. 

Shi et al. (2010), the authors proposed an algorithm 

that constructs a tree of sensors with minimum energy 

and desirable level of quality at the fusion center. After 

tree initialization, the algorithm keeps adjusting and 

reconfiguring the tree in a way that reduces the energy 

consumption and improves the estimation quality. 

Cluster-Based Architecture 

The premise of this architecture (also called two-tier 

architecture) is to group sensor nodes into clusters in an 

effort to reduce the number of active nodes. Each cluster 

has a head sensor and numerous members (Jung et al., 

2011b). Instead of reporting to a centralized sink node, 

cluster members are to report to their cluster head only, 

which aggregate data and subsequently report to the sink 

node. To that end, clustering is considered as a 

hierarchical architecture (Abbasi and Younis, 2007; 

Gopal and Krishnamoorthy, 2013) that is efficiently used 

to minimize energy consumption in WSNs when 

transmitting data from all sensors to the sink node 

(Heinzelman et al., 2002). 

Clustering can be a scalable solution for applications 

that are comprised of hundreds or thousands of sensor 

nodes. Scalability requires efficient resource utilization 

and load balancing in order to increase the network 

lifetime. Load balancing is achieved by lighter 

processing load on individual sensor nodes while 

efficient resource utilization is accomplished through 

decreasing communication load, reducing possibility of 

data flow bottlenecks and high survivability as there is 

no longer a single point of failure. Clustering can be 

remarkably effective in many-to one, one-to-any, one-to-

many, or one-to-all communications (Li et al., 2008). In 

many-to-one communication, for instance, clustering can 

reduce communication interference and support data 

aggregation (Younis and Fahmy, 2004). 

In general, any clustering algorithm consists of four 

main stages: 

 

• Geographical formation of clusters 

• Selection of some sensors that are sparsely deployed 

with high capabilities as cluster heads. The selection 

is based on their processing capabilities, 

communication range, residual energy, or location 

compared to the object. Keep in mind that 

cluster heads need to be well-distributed over the 

sensor field to achieve high coverage. Typically, the 

failure of a cluster head entails re-clustering, 

however, some approaches can adapt the network 

topology by resorting to backup cluster heads 

(Younis et al., 2014) 

• Data aggregation stage in which the sensed data are 

gathered and combined in a less number of 

packets in preparation to be sent to the cluster 

heads (Jung et al., 2011a; Sinha and Lobiyal, 2013). 

Basically, sensor nodes will provide their sensing 

information upon request (Suganya, 2008) 

• Data transmission stage which involves the 

transfer of the aggregated data from the cluster 

heads to the sink node 
 

Based on the formation style of clusters, they are 

classified into static and dynamic, as explained next. 

Static Clustering 

In static clustering, clusters are formed statically at 

the network deployment time as shown in Fig. 2. The 

attributes of each cluster, such as the cluster size, the 

coverage area, the sensor members and the cluster head 

are static (Li and Zhou, 2011). This means that the 

sensor nodes remain hooked up to the same cluster head 

throughout the network lifetime (Fayyaz, 2011). 

When the object enters a cluster area, the cluster head 

gets activated and it subsequently activates its cluster 

members to keep localizing and tracking the detected 

object. When the object departs the cluster vicinity to 

another, the current cluster head informs the new one to 

keep tracking the object (Darabkh et al., 2012). 

Despite the simplicity of this cluster architecture, it 

suffers from several shortcomings. First, it is not fault-

tolerant due to the fixed membership. If a cluster head 

goes down, for battery depletion for example, all the 

sensors in the cluster become useless. Second and due to 

fixed membership, sensor nodes in different clusters 

cannot share information and collaborate on data 

processing (Gopal and Krishnamoorthy, 2013). Finally, 

fixed membership prevents the adaptability to dynamic 

scenarios in which nodes in the region of high (low) 

event concentration may stay active (go to sleep) state 

(Li and Zhou, 2011). 

Dynamic Clustering 

While static clustering is formed at the network design-

time, the construction of adaptive clusters is triggered by a 

special event of interest, such as the acoustic sounds of a 

moving object, as shown in Fig. 3. When a sensor, 

hopefully the one that is the nearest to the object or the 

one with the highest energy, detects an object, it 

volunteers to play the role of a cluster head (Abbasi and 

Younis,   2007;  Gopal  and  Krishnamoorthy,  2013). 
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Fig. 2. Static clustering scenario (Ren et al., 2008) 

 

 
 

Fig. 3. Dynamic clustering scenario (Jin et al., 2006) 

 

Typically, multiple sensor nodes may detect the event of 

interest so multiple volunteers may exist. For this reason, 

some mechanism is used to ensure the selection of only 

one sensor as a cluster head. Nodes that are close to the 

cluster head are invited, as members, to form a cluster 

and report their collected data to the head (Jin et al., 

2006). The cluster is dismantled when the object is no 

longer sensed (Jung et al., 2011a). 

Unlike static clustering, nodes in a dynamic cluster 

may belong to different clusters at different times 

contingent to object movements. Furthermore, since only 

one cluster is active within the vicinity of the object with 

high probability, redundant data are suppressed, leading 

to better tracking quality. Furthermore, energy 

consumption is reduced since one cluster is active at a 

time in accordance to object movement (Gopal and 

Krishnamoorthy, 2013). 

Generally, dynamic clustering is preferred when the 

WSN is required to cover a large area (Oracevic and 

Ozdemir, 2014b), while with dense networks, static 

clustering is more desirable in order to avoid cluster 

overlapping and the high frequency of cluster head 

election that occur in the adaptive clustering technique. 

In Darman and Ithnin (2014), the authors have 

mentioned that cluster-based approaches provide better 

bandwidth utilization and higher scalability than other 

approaches. They also classify the cluster-based 

approaches into static, which has a pre-built backbone 

infrastructure and dynamic that is more suitable with 

highly dynamic scenarios. In Yan and Wang (2010), the 

authors have presented a dynamic cluster formation 

algorithm for object tracking in WSNs. When an object 

moves towards the sensing field, cluster heads are selected 

randomly by a certain algorithm which is considered an 

extension from the Low Energy Adaptive Clustering 

Hierarchy (LEACH) protocol (Heinzelman et al., 2002). 

The cluster heads then invite their neighboring sensor 

nodes to form a cluster. The major advantage of such 

algorithm is the dynamic number of sensors within each 

formed cluster. When the object moves around, the 

formed cluster changes and the set of sensors vary with 

time. However, the proposed algorithm lacks simulation 

proof and the random selection of cluster heads most 
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likely will not achieve the required tracking accuracy 

for such a system. An interesting combination of static 

and dynamic clustering technique was proposed by 

(Jung et al., 2011a). This mechanism switches to the 

appropriate clustering technique and aggregation 

mechanism depending on the network state. 

In Darabkh et al. (2012), the authors proposed three 

cluster-based algorithms for object tracking: Static head, 

adaptive head and selective static head. Static and 

selective static head schemes are based on static 

clustering while adaptive head is based on dynamic 

clustering. They reached promising tracking accuracy 

and energy preservation by selecting asking nearby 

nodes to pitch in the tracking process while leaving the 

others in a sleep state. They showed that the adaptive 

head is the most efficient scheme with respect to energy 

consumption, while static and selective static schemes 

are better for lowering tracking error especially when the 

object moves fast. 

In Wang et al. (2013), a hybrid cluster-based object 

tracking approach was proposed that integrate static with 

on-demand dynamic clustering to manage the tracking 

task. While static clusters are confined to share 

information within cluster vicinity, on-demand 

dynamic clustering, on the other hand, is used when 

the object enters and exits the boundary region so 

sensors from different static clusters that intercept the 

object can temporarily share information. In the same 

context of solving the boundary problem, the authors 

in (Akter et al., 2015) proposed to combine static 

clustering with another incremental clustering algorithm to 

track an object consistently. In other words, incremental 

clusters are constructed at the boundaries of static clusters 

to continue the tracking task. The proposed algorithm 

performs better in tracking the moving object at the 

boundary regions than other typical tracking protocols. 

Hybrid Architecture 

Hybrid architecture generally combines one of the 

previously mentioned architectures with some 

prediction mechanism. Prediction relies on heuristics 

and attempts to anticipate the upcoming position of the 

moving object based on its historical positions 

observed over time and the spatial and temporal 

knowledge of sensors (Zhenga et al., 2014). Based on 

this prediction, sensor nodes get scheduled to be either 

active or asleep (Ren et al., 2008) during each defined 

time step (Mirsadeghi and Mahani, 2014). Due to the 

inevitable prediction mistakes, these algorithms have 

recovery mechanisms in order to make up for the 

inaccuracy of object localization. Unfortunately, such 

algorithms are typically too complex to be implemented 

on sensor nodes with constrained resources. 

An example of a hybrid approach is the Hierarchical 

Prediction Strategy (HPS) that augments the cluster-

based approach with a prediction mechanism. In the 

HSP strategy, the cluster is built using Voronoi division 

and the mobile object’s next location is predicted 

(Wang et al., 2008). One of the major shortcomings of 

such algorithms is the additional complexity resulting 

from combining the two approaches. Furthermore, the 

performance overhead incurred was not assessed. 

In Raza  et al. (2009), the authors presented the Dead 

Reckoning object tracking protocol that depends on 

predicting its position by analyzing the time series of 

historical locations over a time window. Using a position 

fix technique, the Dead Reckoning protocol provides a 

mechanism for error avoidance and error correction. The 

performance of the proposed scheme was assessed in 

terms of node sleep time, tracking error and object loss. 

In Mirsadeghi and Mahani (2014), the author 

presented a high-precision and energy efficient tracking 

scheme that is based on clustering architecture and 

object speed prediction. In each time step, just a few 

nodes in the vicinity of the predicted position of object 

get activated as tracker nodes by considering three 

parameters: distance, remaining energy of nodes and 

energy needed to send a packet to the cluster head while 

others remain in power-saving mode. Simulation results 

showed that the energy consumption of the non-

prediction method is too high in comparison with its 

counterpart prediction one. 

An adaptive sensor activation algorithm for target 

tracking in WSNs is presented in (Zhenga et al., 2014) 

where the authors used an auction mechanism for 

selecting the cluster head. In each iteration of the 

tracking operation, the cluster head tries to predict the 

region where that target may move to. Based on this 

predicted region, only nodes within this region are 

activated and the rest remain asleep. The presented 

algorithm has proven itself in terms of the network 

lifetime, energy efficiency and accuracy of tracking. 

Tracking Multiple Objects 

Tracking the path of multiple objects is more 

challenging than tracking a single one due to the need 

of identifying each object moving in different 

directions with different speeds and the need of track 

continuity with good performance. If all energy -

restricted nodes are kept active for the purpose of 

tracking multiple objects, the network traffic and the 

probability of failure will increase dramatically. 

Consequently, more complex routing algorithms and 

energy minimization techniques have to be used. In 

addition, as each sensor node is responsible for detecting 

and tracking multiple objects, it should be able to 

distinguish objects by some means of signal processing 

algorithms (Naderan et al., 2013). In literature, we can 

find many object classification algorithms (Panda et al., 

2014; Pannetier et al., 2015) that adopt a set of 

weighted features for the purpose of identifying objects. 
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Fig. 4. Three-tier cluster-based WSN 
 

Object’s kinematic characteristics such as its movement 

pattern, position, velocity and acceleration are usually 

used in tracking multiple objects to narrow the tracking 

region (Rahman et al., 2010). Dense networks are often 

used to monitor multiple objects in order to maximize 

the number of sensors that cover all points in the 

object’s area. In such networks, eliminating redundancy 

is imperative for efficiency. This can be achieved by 

using hierarchical multi-tier networks or event-

triggered solutions. 

As shown in Fig. 4, three-tier cluster-based network 

is illustrated where the pre-determined cluster heads 

keep listening to the medium for any approaching 

objects then they activate their cluster members based on 

certain criteria to minimize network traffic and energy 

consumption. From these members, multiple Sub Cluster 

Heads (SCHs) could be elected in case of the availability 

of multiple objects within the same cluster vicinity.  The 

criteria could be a weighted average of multiple factors 

like the node’s remaining energy, the Euclidean distance 

between the node and the object and the type of sensor or 

sensor technology (if the network is heterogeneous). If 

multiple objects are in the vicinity of a certain cluster, 

we can assign one SCH for each object. These Sub 

Clusters (SCs) will detect and localize the objects and 

send their observation to the upper tier cluster heads up 

to the end base station. 

Summary and Conclusion 

Based on the above survey and analysis and 

regardless the type of the object to be tracked and the 

signal to be sensed, we found that most tracking 

algorithms in WSNs share the following 

characteristics: 
 
• An efficient algorithm strives to reduce the number 

of continually active sensor nodes in order to 
conserve energy 

• Any tracking system should report the position of 

the object to the base station in a timely fashion 
• Tracking algorithms care about eliminating (or 

reducing) correlated, inconsistent, or redundant data 
in order to reduce not only the packets transferred but 
also the number of collisions and interference in the 
shared medium. For the same purpose, sensors should 
collaborate on processing the data then sending them 
aggregated to the base station 

 

We also found that the majority of object tracking 
algorithms aim to tackle the challenge of creating a 
balance among network resources like communication 
bandwidth, energy and tracking accuracy. Table 1 
presents the various object tracking architectures 

discussed in this study and compares between them 
based on how each one tackles the challenges 
discussed above. Each entry in the table reflects how 
effective a given approach at tackling the challenge. 
The level of effectiveness of a given approach with 

respect to a particular challenge is expressed as either 
limited, low, moderate, high and applied but with 
constraints. By studying this table we can see that the 
cluster-based architecture apparently provides more 
scalability, stability, energy-efficiency and tracking 
accuracy than other approaches. 
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Table 1. Object tracking: Approaches vs. challenges 

Approach   Node Computation and Energy Data Tracking Reporting Data 

/Challenge Scalability Stability deployment communication cost constraints aggregation accuracy frequency precision 

Centralized Li Li Randomize is H N/A N/A H H (no real time H 
(Naive)   more applicable     constraints) 
Tree based M M Randomize M M M M Constraints M 
        can be applied 
Cluster based H H Randomize L to M L to M H M to H Constraints M to H 
   or deterministic     can be applied 
Hybrid M Li Randomize is M M M M Constraints L to M 
   more applicable     can be applied 

 

The case of multiple objects tracking bears its own 

set of extra challenges as the locations of multiple 

objects have to be tracked simultaneously. We have 

emphasized that increasing the number of objects to 

be tracked increases the network traffic. 

Consequently, more complex routing schemes and 

energy minimization techniques have to be adopted in 

order to retain an acceptable network performance. 

Based on these challenges, we suggested future multi 

object three-tier network based on clustering 

architecture. Other open issues are: 
 

• How to deploy and manage heterogeneous nodes 

• How to deal with node failure and adjust the 

network topology accordingly 
• Study the mobility effects (target, nodes or sink 

relocation) on the quality of tracking performance 
and what is required for network adaption 
accordingly 

• The use of efficient aggregation techniques 

• The manufacturing of sensor nodes to have more 

powerful batteries, fast processors and long-distance 

transceivers in order to optimize the energy 

consumption and achieve better coverage (Can and 

Demirbas, 2013). 
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