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Abstract: Shoreline is a very important element to identify exact boundary 
at the coastal areas of a country. However, in order to identify land-water 
boundary for a large region using traditional ground survey technique is 
very time consuming. Alternatively, shoreline can be extracted by using 
satellite images that minimizes the mapping errors. The trend of extracting 
shoreline has been shifted from image processing to machine learning and 
data mining techniques. By using machine learning technique, the satellite 
images could be classified into land and water classes in order to extract 
shoreline. However, the result is meaningless if it has cloud and shadow on 
the water-land boundary. In this study, we compare the accuracy and Kappa 
Coefficient of six machine learning techniques namely Maximum 
Likelihood, Minimum Distance, Mahalanobis Distance, Parallelepiped, 
Neural Network and Support Vector Machines on three type of images; 
single optical multispectral, single SAR and fused image. A case study for 
this research is done alongside Tumpat beach, located at the Northeast 
Coast of Peninsular Malaysia. All the machine learning techniques have 
been tested on the three types of images. The experimental results show 
that classification using SVM on single multispectral image has the highest 
accuracy among all. However, the classified of fused image using SVM is 
considered much more accurate because it can cater the cloud and shadow 
problem. Additionally, the classification on 5 and 10 m fused images also 
tested and the result shows that with the increase of spatial resolution of 
fused image, the classification accuracy also increases. 
 

Keywords: Image Classification, Machine Learning, Image Fusion, 

Satellite Images, Shoreline Extraction 

 

Introduction 

Shoreline is the line where the land and water bodies 

meet and is called boundary separation between both 

(Boak and Turner, 2005; Dolan et al., 1991). In the 

coastal area, it is considered to be one of the most 

dynamic regions because it is mainly attributed to the 

natural Earth phenomena such as tide effect, wind speed, 

wind direction, sea level rise, natural disaster and 

anthropogenic processes (Mustaqim et al., 2014; Luu et al., 

2015; Li, et al., 2002). Some parts of the shoreline are 

broken and need to be re-extract after the occurrence of 

natural disasters such as tsunamis and earthquakes  

(Al Fugura et al., 2011). Before shoreline is acquired, we 

have to determine the shoreline indicator which represents 

the true shoreline position. The shoreline indicators are 

categorized into three groups: Detectable visually features, 

tidal datum-based indicators and indicators based on 

processing method to extract shoreline (Boak and Turner, 

2005; Li et al., 2002; Gens, 2010). 

Acquisition of shoreline information is a fundamental 
work for addressing coastal accretion or erosion 
(Dolan et al., 1991). However, it is a time consuming, 
difficult and sometimes impossible task to extract 
shoreline from a large region when using traditional 
ground survey techniques, aerial photos and Global 
Positioning System (GPS) (Lipakis and Chrysoulakis, 
2005). As pointed by many coastal scientists, 
investigating shoreline requires rapid and highly accurate 
methods that minimize the mapping errors (Rigos et al., 
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2014). Alternatively, by using Earth observation techniques 
such as remote sensing for shoreline extraction is rapid and 
highly accurate thus minimizing the mapping errors. 
Moreover, remote sensing could provide a synoptic vision 
of the Earth whereby so large areas on the ground can be 
covered easily (Feng et al., 2014). Remote sensing could 
also offer a wide variety of image data with different 
spatial, spectral, radiometric and temporal resolution from 
optical multispectral or SAR images. 

Many techniques are employed for extracting 
shoreline for middle to high resolution optical satellite 
images and SAR images from image processing 
techniques to image classification techniques using 
machine learning and data mining. For the satellite image 
processing techniques, methods used are band rationing 
(Sarwar and Woodroffe, 2013; Tarmizi et al., 2014;   
Lira and Taborda, 2014), edge detection (Al Fugura et al., 
2011; Zhang et al., 2013; Wang and Allen, 2008), 
thresholding (Rigos et al., 2014), segmentation            
(Al Fugura et al., 2011; Shu et al., 2010; Zhao et al., 
2012; Semenov et al., 2016), wavelet (Yu et al., 2013), 
cellular automata (Feng et al., 2014), raster color slicing 
(Tarmizi et al., 2014) and Normalized Difference Water 
Index (NDWI) (Choung and Jo, 2016). On the other 
hand, satellite image classification techniques (Lipakis and 
Chrysoulakis, 2005) were classified into supervised 
classification such as Maximum Likelihood (Muslim et al., 
2006; Sekovski et al., 2014; Rokni et al., 2015), 
Parallelepiped (Sekovski et al., 2014), Minimum 
Distance (Sekovski et al., 2014), Mahalanobis Distance 
(Tarmizi et al., 2014; Sekovski et al., 2014), Neural 
Network (Rokni et al., 2015), Support Vector Machines 
(Rokni et al., 2015; Yousef and Iftekharuddin, 2014) and 
unsupervised classification such as ISODATA 
(Tarmizi et al., 2014; Sekovski et al., 2014). For the data 
mining method, association rules (Wang et al., 2010) 
and fuzzy (Dellepiane et al., 2004) were used. 

The objective of the study is to compare 
classification techniques on single optical multispectral, 
single SAR and fused image for shoreline extraction. 
Section 2 reviews the existing methods for shoreline 
extraction from middle resolution to high resolution 
optical multispectral satellite images and SAR images. 
Section 3 discusses the study area and methodology of 
this research. Section 4 shows experimental results of 
fusion methods, classification methods and accuracy 
assessment for original multispectral, original Synthetic 
Aperture Radar (SAR) and fused image. Shoreline 
extraction from the fused image is also discussed. The 
conclusions and discussions are given in section 5. 

Related Research 

Single Image 

In the past years, there were great amount of 

researches on middle resolution optical satellite images. 

Sarwar and Woodroffe (2013) used band ratio approach 

on Landsat TM and Landsat ETM images, using Band-5 

divided by Band-2 to discriminate the water line on 

images. While Lira and Taborda (2014) also used band 

ratio of Band-4 (Red) divided by Band-5 (Near Infrared) 

to extract water/land boundary from Landsat 8 image. 

Frazier and Page (2000) implemented density slicing of 

the single mid-infrared band 5 of Landsat TM 5 and 

achieving an overall accuracy of 96.9%, a producer's 

accuracy for water bodies of 81.7% and a user's accuracy 

for water bodies of 64.5% using Maximum Likelihood. 

While, Yu et al. (2013) proposed a new algorithm on 

shoreline detection with non-separable wavelet and 

accurately extract the shoreline based on Distance 

Regularized Level Set Evolution (DRLSE). Zhang et al. 

(2013) demonstrated by using low-precision satellite 

images of multisource image matching algorithm with 

SIFT operator, the coastline could be extracted by the 

edge detection method. Feng et al. (2014) proposed a 

Cellular Automata (CA) algorithm to extract shorelines 

from multi-temporal Landsat TM images of Shanghai 

Municipality of China for year 1979 to 2008 by 

analysing the edge directional information of the images. 

Wang et al. (2010) discovered the association rules of 

the sea-land separation from learning samples by using 

the class association rule algorithm. Then, the sea and 

the land of the image were separated with the mined 

rules. Recently, Choung and Jo (2016) proposed 

shoreline change assessment using NDWI map of 

Landsat TM 5 images for various types of coasts such as 

sandy, rocky and hoary whereby shorelines were 

extracted from each NDWI map through the thresholding 

method for separating black and white regions of grey-

level imagery. Rigos et al. (2014) performed an empirical 

image thresholding process. Then, they employed the 

Chebyshev polynomials to approximate the histograms of 

the resulting images. Finally, the third module applies an 

RBF network. Recently, Semenov et al. (2016) propose an 

algorithm using edge and contour-point information on 

NOAA Advanced Very High Resolution Radiometer 

(AVHRR) to discriminate shorelines. 

The technology advancement of satellite sensors 
which provide high resolution images for the past two 
decades has attracted many researches to focus on it. 
Lipakis and Chrysoulakis (2005) used machine learning 
algorithms which exploits both the spectral and spatial 
information to extract shoreline. Moreover, they also 
found the accuracy extracted shoreline depend on the 
image orthorectification and image classification. 
Muslim et al. (2006) proposed two techniques such as 
geostatistical two-point histogram and super resolution 
pixel-swapping algorithm which could be used by 
Maximum Likelihood to accurately extract shoreline of 
IKONOS images. Sekovski et al. (2014) found the 
optimal bands for distinguishing land/water transition is 
the combined use of WorldView-2 spectral bands 1/2/7/8 
or 1/2/4/7/8 allowed a successful delineation of the 
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wet/dry transition area. ISODATA achieved good results 
in detecting water bodies when compared to 4 other 
supervised classification methods; Parallelepiped, 
Gaussian Maximum Likelihood, Minimum-Distance-to-
Means and Mahalanobis Distance and ISODATA 
unsupervised classification ISODATA approaches in 
delineating wet/dry part of proxy-based shoreline by 
processing high-resolution multispectral WorldView-2 
satellite imagery. Tarmizi et al. (2014) demonstrated that 
Mahalanobis distance and ISODATA techniques most 
accurately from the other two techniques, Raster Color 
Slicing and Band Rationing on Quickbird images which 
employed Near Infrared (NIR) and visible band in 
detecting shoreline. It was found that only the shoreline 
bordering sandy beach and vegetation area can be selected 
as the correct shoreline as they were very close in term of 
approximate position of high water line that has been 
quantified through qualitative and quantitative measures. 

Another attempt made beside multispectral optical 

satellite is the analysis of SAR images. Al Fugura et al. 

(2011) proposed a series of processes including filtering, 

enhancements and image segmentation to extract 

RADARSAT-1 satellite image. The purpose of filtering 

was to overcome inherent speckle noise due to the 

environmental conditions at the time of the image 

acquisition which happen when random noise over the 

sea surface. Enhancement process was the contrast 

between land and water and further applied with Sobel 

and Linear edge detections. Grey-level segmentation 

with pixels with similar grey values in a nearby region 

and clustered as the same object to achieve separation 

between land and water. The approach proposed by 

Dellepiane et al. (2004) was based on fuzzy connectivity 

concepts in combining uniformity features and the 

averaged image of ERS-1 and ERS-2 images. The 

extracted coastlines have proved that the coherence 

image is an important feature to separate land and sea. 

Hence, the results do not depend on spatial resolution 

that potentially could implement any type of satellite 

image resolution in the future. Shu et al. (2010) 

extracted shoreline along Canadian Pacific coast from 

RADARSAT-2 Fine mode with narrow band level set 

segmentation method. Zhao et al. (2012) proposed an 

improved CV Level Set method to segment different 

kind of SAR images such as Radarsat-1, Cosmo-Sky 

Med and TerraSAR-X in extracting shoreline. Wang and 

Allen (2008) created a model to implement Sobel edge 

detection beside focal filtering and differencing 

operations on JERS-1 L-HH SAR data in delineation of 

shorelines in 1994 and 2006. 

Fused Images 

For the fused image, Rokni et al. (2015) proposed a 

new technique to integrate pixel level image fusion and 

image classification techniques in detecting change on 

water surface of Lake Urmia in Iran. The proposed 

approach showed the effectiveness especially for Gram 

Schmidt-ANN and Gram Schmidt-SVM fusion 

classification. Yousef and Iftekharuddin (2014) proposed 

an approach using fused image of LIDAR Digital 

Elevation Model (DEM) data and aerial images to 

extract Mean High Water (MHW) shoreline without 

reference to a tidal datum which classified into land and 

water using SVM classifier. 

Materials and Methods 

The current methodology is constructed based on 

satellite image classification approach and it is 

considered as a complex process. Here is the 

methodology employed in the current research as shown 

in Fig. 1. The major steps of image classification of 

remotely sensed images may include identifying study 

area, choosing suitable satellite image, pre-processing, 

selection of training and testing samples, selection of 

suitable machine learning image classification methods, 

post-processing and accuracy assessment (Choung and 

Jo, 2016; Sekovski et al., 2014). However, this research 

requires extra steps in pre-processing stage that is 

identification of shoreline definition and additional phase, 

image fusion stage with perform image fusion methods 

before moving into image classification stage. After 

performing accuracy assessment, post-processing is the 

final stage to extract shoreline from classified image. For 

detailed analysis, post-processing sub-processes such as 

sieve and clump, classification to vector and polygon to 

polyline processes should be performed. 

Study Area 

The chosen study area is located in the district of 
Tumpat, Kelantan as shown in Fig. 2. Specifically, this 
area extends from the Southern Thailand border to the 
border of Tumpat-Kota Bharu district and it was 
approximately 33 km kilometers long. Its geographic 
location starts at latitude 456 030 to 473 220 E and the 
longitude starts from 689 730 to 682 830 N. At the 
beginning, the shoreline is relatively straight and it is 
curvy at the end. The coast is wholly sandy, built up by 
deltaic, marine and swamp deposits. There is no island 
located off the coast. Thus, exposing it directly to the 
waves from the South China Sea and the Gulf of 
Thailand (TiongSa and HuiBoon, 2010). 

The coast of Tumpat is located at the East coast of 

Peninsular Malaysia which is the area most affected by 

flooding, coastal erosion, etc. from the northeast 

monsoon season that occurs in November till March. 

This monsoon brings rain to the west coast of Malaysia 

Peninsular. There is also the Kelantan river that flows to 

the South China Sea with a catchment area of about 

11900 km
2
. The rainfall over the area varies between 0 to 

1750 mm (MatAmin et al., 2012). This area is chosen 

because of projected of Sea Level Rise (SLR) for the 
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year 2100 is 5.2 to 5.7 mm/year which is the highest at 

the East Coast of Peninsular Malaysia and among the 

highest in Peninsular Malaysia (Awang and Hamid, 

2013). Moreover, for broader climate, during (boreal) 

winter of the East Asian-Western Pacific monsoon, the 

northeast wind causes a sea level surge in the Gulf of 

Thailand and along the east coast of Peninsular Malaysia 

(Luu et al., 2015; Hague, 2015). 

 

 
 

Fig. 1. Methodology on current research 

 

 
 

Fig. 2. Study area 
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Airborne Data Acquisition 

Two images were chosen in this study, one scene of 

optical SPOT 5 Multispectral (MS) image and another 

scene of Terra SAR-X image were acquired from 

Malaysian Remote Sensing Agency. The SPOT 5 MS 

was acquired on 5 Feb 2014 while the SAR image was 

acquired on 10 Dec 2013. The original spatial 

resolutions for both SPOT 5 MS and SAR images were 

10 and 18.5 m respectively. The detail of image 

acquisition is shown in Table 1. 

The ancillary data used in this study included land use 

map from the Federal Department of Town and Country 

Planning and Digital Terrain Model (DTM) from the 

Department of Survey and Mapping Malaysia, which were 

used to assist the interpretation and analysis processes. 

Pre-Processing 

In applying optical and SAR fusion, SPOT 5 level 2 

is set to be a base reference because it has coordinates. 

RSO Malaya Meter is chosen as the base coordinate’s 

reference system. Then, SAR is geo-referenced by 

performing image to image registration with the SPOT 5 

that already has coordinates. Each image will be 

subsetted to the study area that has already been defined 

such as district boundary as shown in Fig. 3 and 4. 

Image Fusion 

Image fusion is a technique that combines two or 

more images to produce a new image that preserves the 

desired information. The image to be combined has to be 

captured in the same region or study area. These images 

can be recorded by using different sensors, at different 

time periods or with different spatial and spectral 

features (Sarup and Singhai, 2011). 

Before performing image fusion, each image has to 

be checked for its spatial resolution. Normally there is 

one image which will have a higher spatial resolution 

than the other image. In our case, the spatial resolution 

of SPOT 5 image is preserved to 10m resolution while 

SAR data were resampled to 5, 10 and original 18.5 m 

using Nearest Neighbor resampling algorithm. There are 

other methods that can be employed to resize an image 

whether to enlarge, reduce or preserve to the original 

size besides Nearest Neighbor such as Bilinear 

Interpolation and Cubic Convolution. The underlying 

mechanism behind resampling image is a process by 

which new pixel values are interpolated from existing 

pixel values during datum transformation, map 

projection or resizing operations (Gurjar and 

Padmanabhan, 2005). The effect of image resampling is 

a change in number of rows and columns which affect 

image quality such as how closely the interpolated value 

matches the original value of each pixel (Foody, 2002). 

 
 
Fig. 3. Original SPOT 5 image after subset to study area 

 

 
 
Fig. 4. Original TerraSAR-X image after subset to study area 

 
Table 1. Data acquisition 

 Image characteristics 

 ---------------------------------------------------------- 

Images Path/Row Date Resolution 

SPOT 5 269/339 5 Feb 14 10 m 

TerraSAR-X ScanSAR 009 HH 10 Dec 13 18.5 m 

 

Image fusion can be implemented by using numerous 
techniques. According to Gungor and Shan (2006), 
image fusion methods can be classified into three main 
groups according to their mathematical models. The 
standard image fusion techniques based on color theory 
consists of Brovey, Intensity, Hue and Saturation (IHS) 
and Multiplicative methods. However, Mandhare et al. 
(2013) classified it depending on the stage which fusion 
takes place; namely pixel level, feature level and 
decision level. 

Brovey is also called the color normalization 

transform for the involvement of Red-Green-Blue (RGB) 

color transform method. It is a combination of arithmetic 

operations and normalizes the spectral bands before 

multiplied with higher resolution image such as 

panchromatic or SAR. It retains the corresponding 

spectral feature while all the luminance information is 

transformed into high resolution image (Mandhare et al., 

2013). In order to implement it, each SPOT band is 

multiplied by a ratio of the SAR band divided by the 

amount of the SPOT bands. 

The IHS methods used RGB color space commonly 

which is not fit for an integration process as the 

relationship of the image channels is not clearly 

highlighted. The IHS system offers the advantage that 
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the separate channels outline certain color properties, 

namely intensity, hue and saturation (Tu et al., 2004). In 

applying the IHS method, each of the three bands of SPOT 

image is categorized blue, green and red, respectively. 

These color components are then transformed into intensity, 

hue and saturation components using the color space 

mapping model. The next step is replacement of the 

intensity component by the SAR image. Finally, an 

inverse transformation from IHS to RGB is conducted to 

obtain the composite image, which has both rich spectral 

information and high spatial resolution. 

In the case of Gram Schmidt algorithm, to merge two 

images, a Terra SAR-X band is simulated from the 

SPOT MS bands. It is obtained by averaging the bands 

of multispectral image. A Gram Schmidt transformation 

is then executed to the simulated SAR and multispectral 

bands. Next, the SAR band is replaced with the first 

Gram Schmidt band. Finally, an inverse Gram Schmidt 

transformation is applied to form the fused image. 

Training and Testing Sets 

In machine learning, training set is created to build the 

model while testing set is created to measure its 

performance. Training and testing sets of polygons are 

created which each set consisting of two classes, one that 

corresponds to water elements and another one that 

corresponds to land elements. Ground reference data 

could be used to pick both training and testing areas. Band 

combinations also play an important role to select both 

training and testing area visually. This is the most important 

step because the quality of the results is dependent on the 

quality of the training and testing sets. Moreover, spectral 

properties of training sample class are examined to identify 

signature profile of a class (Apan et al., 2002). After 

creating both sets, separability of the sets are calculated 

based on Jeffries-Matusita distance and Transformed 

Divergence (Bochow, 2005). If the result is close to 2.0 

this will indicate perfect separability while values less 

than 1.6 indicate less separability with the classes are quite 

similar. In other word, separability is a measurement for 

which patterns can correctly associate with their classes 

statistically. The training and testing polygon can be 

shown as in Fig. 5 and 6 respectively. 

Image Classification 

The intent of the classification process is to map the 

land and water body classes as an indicator of shoreline 

extraction later. Each class has different spectral 

signatures as it absorbs and reflect different wavelengths 

(Sekovski et al., 2014). 

After that, image classification technique is employed 

to the filtered fused image. There are six machine learning 

algorithms applied in classifying the satellite image such 

as Mahalanobis Distance (Chennai et al., 2015), Minimum 

Distance (Chennai et al., 2015), Maximum Likelihood 

(Ahmad and Quegan, 2012), Parallelepiped (Lü and Tang, 

2012; Vanitha et al., 2013), Neural Network (Ojaghi et al., 

2015; Mustapha et al., 2010) and Support Vector 

Machines (Petropoulos et al., 2011). 

The minimum distance classifier is applied to classify 

unknown data to classes which minimize the space 

between the data and the class in multi-feature space. The 

distance is defined as an index of similarity so that the 

minimum space is identical to the maximum similarity. 

Mahalanobis distance is similar to minimum distance, 

except that the covariance matrix is applied instead. 

Unlike minimum distance, this method considers the 

variability of classes into account. It relies heavily on a 

normal distribution of the data in each input set. 

Maximum likelihood is based on the probability that a 

pixel belongs to a particular class. The basic theory 

assumes that these probabilities are equal for all classes 

and that the input bands have normal distributions. It is to 

estimate the likeliness of each pixel point by point and this 

pixel is assigned to the class corresponding to the 

maximum likelihood. It does not consider class variability. 
Parallelepiped classifier divides each axis of multi-

spectral feature space. The decision region for each class 
is defined on the basis of a lowest and highest value on 
each axis. The accuracy of classification depends on the 
selection of the lowest and highest values in 
consideration of the population statistics of each class. 

Artificial Neural Network (ANN) is the most 
common approach of nonparametric classification. There 
are different types of ANNs. An ANN is characterized 
by its architecture, training or learning algorithm and its 
activation function. The architecture of the ANN models 
used consists of the following: An input layer, one 
hidden layer and an activation function. 

The SVM is a form of statistical learning method 
based on small samples. It examines how to construct a 
learning machine, to make the pattern classification. The 
basic idea under the SVM method is to transform the 
input features into a higher-dimensional space where the 
two classes can be linearly separated by a high-

dimensional surface, known as a hyper-plane. 

Accuracy Assessment 

In order to evaluate the percentage of correctly 

classified or matched pixels, the post classification 

accuracy assessment is carried out. The quality of 

shoreline depends on the classification accuracy and on 

the type of information represented on the map. The 

accuracy of the generated map can be described on the 

basis of the completeness of the map and the thematic 

precision of the information illustrated on the map. The 

confusion matrix was used to observe the effectiveness of 

the classification map. The confusion matrix is a cross-

tabulation of the classified and actual class labels for the 

study area. It characterizes the correlation among two 

samples of measurements taken from the classified area.  
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Fig. 5. Training set of polygons 

 

 
 
Fig. 6. Testing set of polygons 

 

With the use of the confusion matrix, measurement such 

as overall accuracy, user accuracy, producer accuracy 

and Kappa Coefficient can be calculated (Foody, 2002; 

Gao and Xu, 2014; Huang et al., 2002). The overall 

accuracy is determined by dividing the cumulative of the 

main diagonal items of the confusion matrix by the 

entire number of samples. 

Post-Processing 

In the last step, the result of classified image will 

convert from raster to vector format. Before converting 

to vector the classified image has to perform sieve and 

clump processes to generalize that data. Then, raster to 

vector operation is applied which will result in polygons 

that is smooth and not curvy. After that, polygon feature 

to line conversion is applied so that will result in line 

vector format. The line is then edited and any erroneous 

data is deleted so that the cleaned vector lines haves to 

go through a smoothing process resulting in less spiky 

and smoother in appearance. As a result, the new line 

produced is selected and considered as the best 

approximation to the position of the shoreline. 

Results and Discussion 

Experimental Setup 

The type of satellite image used in this work need to 

be identified before performing any further process. In 

this study, we used two type of images, namely MS 

optical and SAR images. In pre-processing stage, each 

image need to undergo pre-preprocessing process until 

both images were fitted with the same coordinate system 

in order to overlay each other. The pre-processing steps 

for both images were similar except SAR image. Two 

additional process need to be performed in SAR image 

such as image to image registration and image filtering. 

In fusion stage, both images were fused together in order 

to create a new higher resolution image. There are 3 

fused algorithm applied, namely Brovey, Gram-Schmidt 

and IHS. For each fused image, we calculated the 

correlation coefficient in order to compare with the 

original image. The image has result near to 1.0 was 

chosen to the next stage for classification process. There 

are 3 spatial resolution considered for image fusion, 10, 

18.5 and 5 m. In classification stage, we created 68 and 

75 polygons of training samples on the fused image for 

land and water classes respectively. For testing samples, 

we created 30 and 35 polygons for land and water 

classes respectively. Image classification was performed 

on the fused image resulting a classified image of land 

and water classes. There are 6 classification algorithms 

used in this study such as Maximum Likelihood, 

Minimum Distance, Mahalobis Distance, Parallelepiped, 

Neural Network and Support Vector Machine. 6 types of 

image based on their spatial resolution such as 10, 18.5 

and 5 m for single image and 10, 18.5 and 5 m also for 

fused image are considered. The performance of the 

experiments was assessed in terms of overall accuracy 

and Kappa Coefficient using testing samples created 

before. In post-processing stage, generalization processes 

such as sieve and clump were employed. Finally, 2 

conversion processes namely raster to vector conversion 

and polygon to polyline conversion in order to obtain a 

final extracted shoreline. 

Fusion Result 

The results of the image fusion methods applied to 

merge the SPOT 5 multispectral and SAR images are 

shown in Fig. 7-9. Based on visual interpretation, the 

fusion results show that the shoreline is well detected in 

the Gram-Schmidt fused image. However, the Gram-

Schmidt and Brovey also generated too much noise at 

the area of water bodies. The most suitable image fusion 

is IHS because it does not generate too much noise and it 

can produce almost similar to the original image. 

For the quality assessment of fused images, we use 

Correlation Coefficient (CC) to measure similarity 

between two images and it is defined as: 
 

( )
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( ) ( )
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2
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∑ ∑
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where, M × N is the image’s size, A and B are the mean 

of images A and B. CC of band 432 of fused images is 

used in this study to quantitatively assess the fused 

images produced using the image fusion algorithms as 

calculated in Table 2. 
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Fig. 7. SPOT5 and SAR fusion using Brovey, RGB=432 
 

 
 
Fig. 8. SPOT 5 and SAR fusion using Gram-Schmidt, RGB=432 
 

 
 
Fig. 9. SPOT5 and SAR fusion using IHS, RGB=432 
 
Table 2. Correlation coefficient of original and fused images 

 Correlation coefficient 

 ---------------------------------- 

Images R G B 

Original SPOT 5 MS 1 1 1 

Original TerraSAR-X  

Brovey, RGB=432 0.86  0.48  0.73 

Gram Schmidt, RGB=432 0.77  -0.13 0.15 

IHS, RGB=432 0.87  0.51  0.73 

 

Kappa Coefficient is a coefficient that demonstrates a 

computable measurement using statistical relationships 

between the original and fused images, the better the 

estimation of the spectral values (Nikolakopoulos, 2008). 

The ideal value of correlation coefficient is 1. From the 

result, the IHS fused image is more correlated to the 

original SPOT image. 

Classification and Accuracy Assessment Outcome 

This section will describe further analysis into the 

classification and accuracy assessment result. There 

are two classification scenarios namely classification 

on single image and fused image. Table 3 and 4 shows 

the classification accuracy and Kappa Coefficient for 

both scenarios. 

Classification on Single Image 

Classification on single image will be divided into 

two main groups which are original multispectral image 

and SAR image. 

Classification on Original Multispectral Image 

For original MS image, SPOT 5 was used and the 

spatial resolution of SPOT 5 MS was 10 m. The output 

after performing the stated six machine learning 

algorithms on single SPOT 5 MS image is shown in Fig. 

10 is while original image of SPOT 5 is shown in Fig. 11. 

Overall accuracy and Kappa Coefficient of SPOT 5 

MS original image for all machine learning algorithms 

recorded the best for all three images, SPOT 5 original, 

SAR original and resampling SAR. 

SVM achieved the best classification result of all 

machine learning algorithms with overall accuracy of 

99.9723% while parallelepiped is the worst with 

98.1269% to classify land and water bodies. 

Even though the classification of original SPOT 5 

image obtained the highest classification accuracy, 

however there are eight errors identified as shown in Fig. 

10. Seven areas identified as A to G have classification 

errors due to cloud while another one area (H) due to 

shadow. From the first sight, the spotted A-G areas 

looked like “land” and H area looked like “water”. 

Classification on SAR Image 

For SAR image, TerraSAR-X ScanSAR was used. 

The original spatial resolution for Terra SAR-X is 18.5 

m. From a practitioner point of view, the experts from 

Malaysia Remote Sensing Agency suggested that Terra 

SAR-X Scan SAR could be resampled to 5m spatial 

resolution. Therefore, it was also considered to be 

evaluated in this study. 

In term of accuracy assessment for SAR image, it can 

be shown that the classification accuracy of resampling 

SAR (5 m) slightly better than original SAR. For 

resampling SAR, SVM was considered the best 

machine learning algorithm with overall accuracy 

97.4792% and Kappa Coefficient 0.9478 while both 

Mahanalobis Distance and Minimum Distance recorded 

the worst machine learning algorithms with overall 

accuracy 94.5321 and Kappa Coefficient 0.8850 

achieved. However, for original SAR image, Neural 

Network was the best with 97.0183% and Kappa 

Coefficient was 0.9453. 

Unlike the original SPOT 5 image, SAR cannot 

interfere with cloud and shadow. Therefore, the 

classification results are promising. 
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Fig. 10. Image classified into land and water by single SPOT MS image 
 

 
 

Fig. 11. Original SPOT 5 MS with 10% cloud and shadow 

 

 
 

Fig. 12. Image classified into land and water by fused image 
 

 
 

Fig. 13. Fused image using IHS method with no cloud and shadow 
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Fig. 14. Extracted shoreline output 
 

 
 

Fig. 15. Shoreline map 
 
Table 3. Classification accuracy assessment on single and fused images 

 Single image   Fused image 

 ------------------------------------------------- --------------------------------------------------------- 

Machine  Original Original Resampled IHS IHS IHS  

learning  SPOT 5 MS SAR SAR SPOT + SAR SPOT + SAR SPOT + SAR 

algorithm  (10 m) (18.5 m) (5 m) (18.5 m) (10 m) (5 m)  

Mahanalobis distance  98.6458  94.4409  94.5321  94.4852  94.5695  94.5911  

Maximum likelihood  99.7614  96.2436  97.2409  98.8629  99.6326  99.5921  

Minimum distance  98.6375  94.4409  94.5321  94.7884  94.7864  94.7933  

Neural network  99.9057  97.0183  97.3681  99.6399  99.6932  99.5533  

Parallelepiped  98.1269  95.7991  96.2286  96.2539  97.3776  97.4947  

Support vector machine  99.9723  96.3866  97.4792  99.1409  99.5818  99.7071  
 

Classification on Fused Image 

For fused image, three fused images used namely 

SPOT 5 MS (10 m) fused with single original SAR 

image, SPOT 5 MS fused with single 10 m SAR image 

and SPOT 5 MS fused with single 5 m SAR image were 

considered for classification. 
For the classification accuracy assessment on the 

fused image, most machine learning algorithms perform 

good if fused with 5 m SAR except for Maximum 
Likelihood and Neural Network which both perform 
good if fused with 10 m SAR. The best machine learning 
algorithm for classification of fused SPOT 5 MS and 
SAR was SVM which overall accuracy of 99.7071 and 
Kappa Coefficient 0.9940 if fused with 5 m resolution. 
While the worst machine learning algorithm for the same 
case was Mahalanobis Distance which fused with 
original SAR image. 
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Table 4. Kappa coefficient on single and fused images 

 Single image   Fused image 

 ------------------------------------------------- --------------------------------------------------------- 

Machine  Original Original Resampled IHS IHS IHS  

learning  SPOT 5 MS SAR SAR SPOT + SAR SPOT + SAR SPOT + SAR 

algorithm  (10 m) (18.5 m) (5 m) (18.5 m) (10 m) (5 m)  

Mahanalobis distance  0.9729  0.8836  0.8850  0.8845  0.8861  0.8862  

Maximum likelihood  0.9952  0.9235  0.9327  0.9766  0.9924  0.9916  

Minimum distance  0.9727  0.8836  0.8850  0.8910  0.8907  0.8906  

Neural network  0.9981  0.9382  0.9453  0.9926  0.9937  0.9908  

Parallelepiped  0.9632  0.9128  0.9217  0.9232  0.9463  0.9487  

Support vector machine  0.9994  0.9249  0.9478  0.9823  0.9914  0.9940  

 

After classifying the fused image, the output shown 

in Fig. 12. From visual interpretation, the classified 

result can clearly show the difference between land and 

water classes. As compare with actual images as in Fig. 

13 together with the classification accuracy assessment 

results, the fused image showed the best output. 

Shoreline Output 

The classified image was chosen from the best fused 

image in term of accuracy, Kappa Coefficient and visual 

interpretation for shoreline extraction later. Proper post-

processing tasks were performed on the chosen classified 

image such as sieve and clump to avoid result with very 

curvy polygon. After performing raster to vector 

conversion on that image, a polygon was created to be 

used after that. Finally, polygon to polyline conversion 

was employed to result a shoreline as shown in Fig. 14 

that can be used for further shoreline map analysis as 

shown in Fig. 15. The shoreline can be shown via red 

line overlaying the original SPOT 5 MS image. 

Conclusion 

We have presented the comparison of the image 

classification methods using six machine learning 

techniques such as Maximum Likelihood, Minimum 

Distance, Mahalanobis Distance, Parallelepiped, Neural 

Network and Support Vector Machines on original SPOT 

5 MS image, original SAR image and fused image. 

However, for the fused image, 3 comparisons were done 

for fusion of SPOT 5 MS with three resolutions of SAR 

such as original SAR (18.5 m), fusion of SPOT 5 MS with 

10 m SAR and fusion of SPOT 5 MS with 5 m SAR. 
Among the three fusion approaches, namely Brovey, 

Gram-Schmidt and IHS, IHS approach was chosen 
because it was more correlated to the original SPOT 5 
MS image evaluated using correlation coefficient 
calculation. Later, it was used to classify land and water 
body classes in order to extract shoreline. 

In classifying land and water boundary, SPOT 5 MS 
image was the best in term of the accuracy and Kappa 
Coefficient for single image. However, the single SPOT 
5 MS has cloud and shadow on the water and land 
boundary that resulted in error for extraction of shoreline 

later. Therefore, the best classification accuracy next to 
single SPOT 5 MS was fused SPOT 5 MS and SAR. 

For the fused image, the classification result of fused 

image with higher spatial resolution was the best except 

for Maximum Likelihood and Neural Network which 

both worked best if fused with 10 m SAR. The best 

machine learning algorithm for classification of fused 

SPOT 5 MS and SAR was SVM which worked best if 

fused with 5 m resolution. While the worst machine 

learning algorithm for the same case was Mahalanobis 

Distance which fused with original SAR image. 

From the study, we identified by using fused image, 

extra pre-processing task as cloud and shadow removal 

is not needed because it has disappeared after merging 

two images. The results of the study also can be utilized 

as a new method to map shoreline for coastal zone 

regions to quantify the extent and to aid future prediction 

studies which helps coastal agencies to develop 

sustainable coastal practices. The change in the position 

of the shoreline could be used to determine if the 

changes are mainly natural or anthropogenic effect. 

For the future work, this research could be extended 

with high resolution multispectral images such as 

Quickbird, IKONOS, WORLDVIEW, etc. satellite 

images. Moreover, ensemble learning or deep learning 

methods have potentials to be applied for higher 

accuracy shoreline extraction. 
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