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Abstract: Literature is focusing on identifying factors that influence 

students’ initial choice of major and few have studied students’ 

involvements after registration in a selected major and this study is one of 

the few. This study aims to determine the important factors that influence 

high school students’ choice of major based on data mining techniques. A 

questionnaire was designed to collect data from students in different 

universities in Kuwait and in different faculties such as science, literature, 

medicine and engineering. Rough set theory for feature selection was used 

to highlight and explain the significant factors related to students’ skills and 

preferences awareness as well as their experience reflection that are 

responsible for the development of their satisfaction with the choice of their 

university majors. The findings of the study revealed that the calculated 

reducts have a significant influence on the students’ choice of the university 

and collage major. This research contributes to literature by identifying the 

relationship between the conditional factors of the reduct (also known as 

the independent variables) and the classification attribute (also known as 

the dependent variable). The results of the study give valuable information 

to the high school students so they know the best majors which suite their 

skills, preference and experiences. This research also help students not to 

continually change their major because of the wrong choice of major they 

made which accordingly lead them to dissatisfaction of their major. 

 

Keywords: Rough Set, Reduct, University and College Major, Classification 
 

Introduction 

There are thousands of high school students in Kuwait 

graduate every year. Most of them will enroll in 

government and private universities in different majors 

based on their choice as well as their GPA in the high 

school certificate.  

Many students change their major after the first 

semester or at most after the first year they completed 

because they could not continue in the current major for 

different reasons such as they did not like the major, they 

could not get good GPA and/or they find the current major 

difficult for them to proceed with. Some of the students 

may change their major multiple times. Students must be 

aware of university majors and the suitable ones for them 

which can satisfy their ambition and ability. Since there is 

big competition in the market and this leads to big 

competition between graduate students to get job, 

students’ success in their majors is the first criteria for 

companies to choose between graduates. The simplest 

presentation of this success is the student’s GPA. In this 

research, the success of students’ choice of major (the 

suitable major for them) based on their university GPA 

was studied. After that, the significant factors for those 

students who have good GPA in their major were also 

studied. Few researchers have studied students’ 

experiences after enrollment in a selected major (Milsom 

and Coughlin, 2015), This study built a model of good 

choice of major from the students’ experience after 

enrollment in their selected major (the main technique) as 

well as other factors from their pre-university education, 

ability, preferable, ambition and others. The generated 

model will be applied to high school students who are 

going to enter universities in order to advise them and 

choose a suitable majors for them that guarantee their 

success and that can put them in high rank between all 

others graduates who compete them for getting a job. 
To better understand university majors that high 

school students choose, different perspectives have been 

assumed and consequently different analyzing models 

have been adopted. Many researchers have developed 

models based on different factors (input attributes) such 
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as income, parental characteristics, gender, academic 

ability, personality and influence of significant others 

and desired outcomes (output attributes or classification 

attributes), such as enjoying coursework and job 

satisfaction (Paolillo and Estes, 1982; Cohen and Hanno, 

1993; Stinebrickner and Stinebrickner, 2009; Zafar 

2011; Beffy et al., 2012). Others have used an information 

processing model which continuously watches the college 

major choice of students who repeatedly update their major 

as long as more information is received (Altonji, 1993; 

Arcidiacono, 2004; Arcidiacono et al., 2012). 

The objectives of this study are to understand the 

process that high school students go through in choosing 

their university majors. This study aims to determine the 

factors that influence high school students’ choice of 

majors. It also aims to build a model of information 

which is presented as if-then-else rules that helps high 

school students to choose the university majors which 

can satisfy them. The model will give students a list of 

possible matching majors and then it is their decision to 

choose the best for them. 

The significant of this study is due to different reasons 

including its uniqueness of contribution to research area 

since it surveys high school students in Kuwait on their 

choice of a major based on the training set of university 

enrolled students (not the high school students) and their 

GPA plus other pre-school factors and then apply the 

resulted model to high school students. The study builds 

an if-then-else model which is easy to understand and 

easy to implement. The model makes short list of possible 

majors that satisfy the high school students and give them 

the ability to choose from the list. Finally, this study will 

minimize the frequently changing of students’ university 

majors and will lead graduates to high level of success in 

their working opportunities. 

Data mining is the process of discovering or extracting 

information from stored iceberg of data. Rough set theory 

is one example of the data mining techniques that are used 

to discover knowledge. It is a mathematical tool to deal 

with uncertainty (Pawlak and Skowron, 2007). It can 

provide a tool for discovering relationships between 

records and decisions. So, the data set can be reduced to 

get the minimum representation in terms of decision. 

Rough set theory will be used in this research in order to 

identify the most important features that influence high 

school students to determine their suitable college majors. 

Data mining was used in medicine (Gagliardi, 2011), 

Business (Battiti and Passerini, 2010), sensor data 

mining (Ma et al., 2011), learning (Al-Shalabi, 2016), 

crime (Al-Shalabi, 2017) and so on. 

Literature Review 

Choosing the suitable major could depend on several 

skills and interests. Those who have memorizing skills 

are welling to choose economy, history and other literary 

majors whereas those who are interested with numbers 

and calculations are welling to choose engineering, 

information technology and science majors such as 

mathematics, physics and others.  

According to prior studies, researchers reported some 

of the important factors that affect the students’ decision 

of choosing their suitable majors. These factors 

including but not limited to the followings: gender, 

family background, personal interests, peer influence, 

availability of jobs and career opportunities. Nauta 

(2007) stated that individuals try to choose college 

majors that are related to their skills and interests. Rajabi 

(1994; Strasser et al., 2002) have studied the students’ 

perceptions towards their major and they reported that 

the students generally decide on a major based on the job 

market requirements. Hanson (1994) discussed that 

family members and friends play an important role in the 

in the students’ choice of their majors. Cohen and Hanno 

(1993) showed that parents, friends and counselors are 

not generally affecting the students’ choice of majors. 

Sharifah and Tinggi (2013) showed that parents are not 

affecting the students’ choice of majors. Mazzarol and 

Soutar (2002) concluded that family members, teachers, 

seniors, agents and peers may influence the students’ 

choice of majors. Macionis (2000) studied the mass media 

factor and showed that this factor influence students’ 

choice of major. Dynan and Rouse (1997) showed that 

media and prior achievement are affecting the students’ 

selection to their majors. Other researchers refused this 

study and concluded that the media and friends have less 

influence on the students’ choice of majors (Pearson and 

Dellmann, 1997). Linda (2006) Showed that media 

influence the students’ major selection and discussed that 

media, television, internet, advertisement and others may 

affect the behavior of students who follow up these 

channels in order to collect information about universities, 

majors and courses prior to their enrollment in the 

university. Sharifah and Tinggi (2013) reported 

insignificant differences between the students’ major 

selection and other factors including, personal interest, 

family members, past achievements, peers and media. 

Didia and Hasnat (1998; Bauer and Dahlquist, 1999) 

shown in their research that students’ personalities have 

the first priority in choosing their majors. In the same 

manner, Worthington and Higgs (2004) showed that 

personality and personal interests are key roles for 

students to choose their majors. Walstrom et al. (2008) 

discovered that students usually choose their major 

based on the jobs and incomes. Leppel et al. (2001) 

concluded that ability, gender, financial stability 

requirement, race and parental occupation significantly 

affect the students’ choice of their majors. Job 

opportunities, previous academic experiences, requirement 

policies to enter into the study of the major, courses' 
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characteristics and college or university reputation are 

the five factors that were examined by Galotti and 

Kozberg (1987) in order to study their influence on the 

students’ selection of majors. Kim and Markham (2002) 

showed that good job, career, abilities, interest of 

running a business and the good income play an 

important role in the choice of majors undergraduate 

students make. Rababah (2016) identified the 

relationship between the independent variables 

(reputation of the university, personal interests, job 

prospect, family members and peers and media) and the 

dependent variable (student’s choice of accounting as a 

major) and showed that reputation of the university is 

expected to influence students’ choices study. 

Methodology 

The main objective of this research is to predict the 

factors which influence students’ choice of the university 

majors in Kuwait Universities. This research basically 

study the influence of different factors on the success of 

student’s choice of his/her major including the students’ 

skills, interests, experiences and university achievement 

represented by the GPA score. Three stages were used 

sequentially to complete this study: Data collection, data 

preprocessing engine and model generation which has 

the important factors.  

Data Collection  

The questionnaire and many interviews were used in 

the current study to collect data from students in 

different universities in order to determine the factors 

that may influence high school students’ choice of 

majors in Kuwait. Two types of questionnaires were 

conducted: one for scientific and the other for literary 

tracks. The total of 806 students from Arab Open 

University and Kuwait University and from different 

majors was participating in this study. 447 students were 

in the literary track and 359 were in the scientific track. 

Data Preprocessing 

Resolving missing data, data coding and feature 

extraction are the data preprocessing steps used in this 

research to make the dataset ready for training. Missing 

data may produce misleading results. Pyle (1999) 

demonstrates that the representation and quality of data 

is first and foremost before running an analysis.  

Incomplete data is an example of noise in data.  

Noise in data may affect the accuracy of the dataset. 

Removing such noise will improve the accuracy of the 

dataset. Al-Shalabi et al. (2006) highlighted some 

reasons for missing data including the followings: the 

value is not relevant to a particular case, not recorded, 

or ignored because of privacy concerns. One of the 

solutions for missing data is to delete all records that 

have missing data (Dempster et al., 1977). This solution 

is conducted in this research because number of records 

with missing data is low. Exactly 47 and 15 records were 

rejected from the literary and scientific datasets 

respectively because they were not completed. 

Consequently, 400 and 344 completed records from the 

literary and scientific datasets respectively were accepted 

and used for further processing.  

Students’ responds to the questionnaire were choices 

of texts (nominal). Coding is the process of converting all 

non-numeric data to numeric data. The analysis of textual 

responds is slow and of less accuracy. To avoid this, 

coding all students’ responds into numbers is the choice. 

Feature selection is one important step to fine the 

most valuable features that influence the classification 

attributes. For this study, the choice of suitable 

university major is represented by the classification 

attribute (decision) and the process of feature selection is 

the best way to determine the factors that highly 

influence this decision. Rough set theory of feature 

section is used and is explained next 

Rough Set Theory 

Rough set theory which was introduced by Pawlak 

1982 is an important theory for classification problems 

(Han and Kamber, 2001). The theory is powerful in 

reducing the dimension of the data set by its data 

reduction technique. The theory is important in 

discovering data dependencies and in dealing with 

missing values. Reduction based on rough set theory will 

be conducted in this study.  

Rough set information system is denoted by S = (U, 

A, V, f), where U is the universe of discourse which is a 

non-empty finite set of N objects {x1, x2, ・・ ・, xN}. 

A is a non-empty finite set of attributes such that a: U  → 

Va for every a ∈ A (Va is the value set of the attribute a).  
 

 U  V a A Va= ∈  
 

f: U×A → V is the information function such that f(x, 

a) ∈ Va for every a ∈ A, x ∈ U. The information system 

can also be defined as a decision table by S = (U, C, D, 

V, f). For the decision table, C and D are two subsets of 

attributes. A = {C∪ D}, C ∩ D = ∅, where C is the set of 

condition features and D is the decision attributes.  

Let a ∈ C∪D, P ⊆ C ∪ D. A binary relation IND(P), 

called an equivalence (indiscernibility) relation, is 

defined as follows:  
 

( ) ( ) ( ) ( ){ } ,  | ,  ,  ,  IND P x y U U a P f x a f y a= ∈ × ∀ ∈ =  

 
The equivalence relation IND(P) partitions the set U 

into disjoint subsets. Let U/IND(P) denote the family of 

all equivalence classes of the relation IND(P). For 
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simplicity of notation, U/P will be written instead of 

U/IND(P). Such a partition of the universe is denoted by 

U/P = {P1, P2,⋅⋅⋅, Pi,⋅⋅⋅}, where, Pi is an equivalence 

class of P, which is denoted [xi]P. Equivalence classes 

U/C and U/D will be called condition and decision 

classes, respectively.  

Lower Approximation  

Given a decision table T = (U, C, D, V, f). Let R ⊆ 

C∪D, X ⊆ U and U/R = {R1, R2, ・・ ・, Ri, ・・ ・}. 

The R-lower approximation set of X is the set of all 

elements of U which can be with certainty classified as 

elements of X, assuming knowledge R. It can be 

presented formally as: 

 

( ) { }U | / ,R X Ri Ri U R Ri X− = ∈ ⊆  

 

Positive Region  

Given a decision table T = (U, C, D, V, f). Let B ⊆ C, 

U/D = {D1, D2,⋅⋅⋅, Di, ⋅⋅⋅} and U/B = {B1, B2,⋅⋅⋅, Bi, ⋅⋅⋅}. 

The B-positive region of D is the set of all objects from 

the universe U which can be classified with certainty to 

classes of U/D employing features from B, i.e.,: 
 

( ) ( )U /POSB D Di U DB Di= ∈ −  

 

Reduct 

Given a decision table T = (U, C, D, V, f). The 
attribute a ∈ B ⊆ C is D−dispensable in B, if POSB(D) = 
POS(B−{a})(D); otherwise the attribute a is 
D−indispensable in B. If all attributes a ∈ B are 
D−indispensable in B, then B will be called 
D−independent. A subset of attributes B⊆C is a 
D−reduct of C, iff POSB(D) = POSC(D) and B is 
D−independent. It means that a reduct is the minimal 
subset of attributes that enables the same 
classification of elements of the universe as the whole 
set of attributes. In other words, attributes that do not 
belong to a reduct are superfluous with regard to 
classification of elements of the universe.  

Reduced Positive Universe and Reduced Positive 

Region  

Given a decision table T = (U, C, D, V, f). Let U/C = 

{[u’1]C, [u’2]C,⋅⋅⋅, [u’m]C}, Reduced Positive Universe 

U’ can be written as:  
 

' { '1,  '2, ,  ' }.U u u u m= ⋅ ⋅ ⋅  
 
and:  
 

( ) ' 1 ' 2 'POSC D u i C u i C u it C= ∪ ∪ ⋅⋅ ⋅∪            

 

where, ∀u’is ∈ U and |[u’is ]C/D| = 1 (s = 1, 2,⋅⋅⋅, t).  

Reduced positive universe can be written as:  
 

' { ' 1,  ' 2, ,  ' }.U pos u i u i u it= ⋅ ⋅ ⋅  

 
and ∀B ⊆ C, reduced positive region:  
 

’ ( ) U / ’ / 1POS B D X U B X U pos X D X= ∈ ∧ ⊆ ∧ =  

 
where, |X/D| represents the cardinality of the set X/D. ∀B 

⊆ C, POSB(D) =POSC(D) if POS’B = U’pos (Xu et al., 

2006). It is to be noted that U’ is the reduced universe, 

which usually would reduce significantly the scale of 

datasets. It provides a more efficient method to observe 

the change of positive region when we search the 

reducts. No need to calculate U/C, U/D, U/B, POSC(D), 

POSB(D) and then compare POSB(D) with POSC(D) to 

determine whether they are equal to each other or not. 

We only calculate U/C, U’, U’pos, POS’B and then 

compare POS’B with U’pos. 

The Model and the Classifiers 

Two different classifiers were used in order to build a 
data mining model from the processed dataset. Each of 
them generates a model with specific accuracy. The 
model with highest accuracy is recommended. The 
models are: Decision rules and Decomposition tree and 
are explained below: 
 

• Decision rules classification (DR) is based on the 

relationship between conditional values and some 

prediction where a rule is a context dependent 

relationship. Rules typically take the form of an (IF-

THEN) expression. Decision rules make it possible 

to classify objects.  
• Decomposition Tree (DT) is a supervised learning 

technique that builds a tree of nodes, leaves and 
branches. Nodes represent conditions that test the 
value of the feature. Leaves represent classes of the 
classification model. Branches represent the 
chances of features which stop you at the classes. 
To construct a tree, a top down move is applied 
until some stopping criterion is met and different 
methods, such as Gain in entropy, is used for 
making nodes (Kumar and Chadha, 2011). 

Data Analysis 

For data analysis, rough set theory, descriptive 

statistic and classification accuracy were used. The GPA 

factor is the key to determine the students who achieved 

high marks in their major which represents how much 

correct is their choice to enroll that major. When the 

accepted records were studied, conclusion was made that 

there are insignificant results represented by big volume 

of samples. Those samples are of low and medium GPA 

which mostly represents the failure of students in 

choosing their suitable university and college major. In 



Luai Al-Shalabi / Journal of Computer Science 2019, 15 (8): 1150.1160 

DOI: 10.3844/jcssp.2019.1150.1160 

 

1154 

the literary dataset, 17% of the samples have a GPA 

score less than or equal to 2 points whereas 38.25% of 

them have GPA score between 2 and 3 points 

exclusively. In the scientific dataset, 11.63% of the 

samples have GPA score less than or equal to 2 points 

whereas 41.57% of them have GPA score between 2 and 

3 points exclusively This is a strong indication which 

shows that there is really big problem in choosing the 

university and college majors. The hypothesis here is 

that if the student achieves high marks without difficulty 

then he/she is somehow satisfied with his/her major, 

otherwise he/she will change it to another one. Reference 

to the previous discussion, only rows of high GPA scores 

(between 3 and 4 inclusively) should be processed 

further and all other rows will be removed. After that, 

the GPA factor was removed from the data set because it 

is no more needed.  

Rough set feature selection technique (reduction 

process) has been applied to the scientific and literary 

datasets in order to remove the redundant and irrelevant 

features. The literary dataset consists of 23 factors 

(questions) and the scientific data set consists of 39 factors. 

The reduction process minimized the dimension of the 

literary dataset to 11 factors including the classification 

factor which is the major whereas it minimized the 

dimension of scientific dataset to 8 factors including the 

classification factor which is also the major. 

The reduct of the literary dataset was (Q1, Q4, Q7, 

Q10, Q11, Q12, Q13, Q14, Q20 and Q22) plus the 

decision or classification factor (Major). The reduct of 

the scientific dataset was (Q3, Q4, Q12, Q19, Q26, Q27 

and Q38) plus the decision or classification factor 

(Major). Those questions are the most important ones 

that may affect high school students in the choice of their 

university and college majors.  

Different classifiers were used to test the reliability 

and consistence of the generated reducts which represent 

the most important factors that affect the students’ 

choice of majors. The classification model which is 

represented by if-then rules was generated from the 

reducts. Results will be discussed in the next section. 

Results 

Rough set reduction concepts were used to show the 

power of the relationship between the classification attribute 

(major) and the conditional attributes. This process 

concluded with the required reducts that present the 

significant factors which are the main keys of choosing the 

university and college major that suite any student. 

Classifiers will then be used to check how correct is the 

generated reducts. This is shown by calculating the 

accuracy and the coverage of each classifier.  

The data mining classification model for the choice 

of the university and college majors in Kuwait was built 

from the reduct. It is now able to determine the most 

match major for high school students which allow them 

to continue in that major successfully and safely without 

the need to change this major after some time. 

Decomposition tree and Decision rules are some of the 

well-known classification techniques and they were used 

in this work. The accuracy performance, the coverage of 

each classifier and the sensitivity metrics were 

calculated. The accuracy performance is the significant 

measurement over the coverage. The model of higher 

accuracy performance would be used to expect the 

suitable university or college major for any high school 

student in Kuwait.  

The accuracy is defined as the percentage of the 

instances that are classified correctly by the classifier 

whereas the coverage is the ratio of classified objects 

from the class to the number of all objects in the same 

class. If two classifiers have the same accuracy 

performance then the model with higher coverage ratio is 

chosen. The true positive rate which is also called 

sensitivity, recall, or probability of detection describes 

the accuracy of the positive cases and gives indication 

about the power of the classifier. 

Table 1 shows the results (accuracy performance and 
the coverage ratio of each classifier) for the literary data 

set whereas Table 2 shows the results for the scientific 
data set. For the literary data set, Decomposition tree and 
Decision rules are both have accuracy performance 
(100%) The coverage of the Decision rules is (100%) 
whereas the coverage of the Decomposition tree is 
(94.4%). The best choice of classifiers for the literary 

dataset will be the Decision rules since it has 100% of 
accuracy performance and coverage ratio. On the other 
hand and for the scientific dataset, the accuracy 
performance of the Decision rules is (88.2%) and it is 
(87.3%) for the Decomposition tree. The coverage of the 
Decision rules is (100%) whereas the coverage of the 

Decomposition tree is (88.2%). Results showed that the 
Decision rules classifier is the best classifier since its 
accuracy performance is the highest. It also has the 
coverage ratio (100%) which can classify all the records 
in the training set. Figure 1 represents the accuracy and 
the coverage of the literary dataset whereas Fig. 2 

represents the accuracy and the coverage for the 
scientific dataset. 
Table 3 is another important table that represents the 

classification accuracy of each class (major) in the 

literary dataset given by DR and DT classifiers. Both 

classifiers are pioneer and are able to classify all tested 

examples correctly. 

Table 4 shows that Decomposition tree classifier is 

able to test all examples in the dataset whereas 

decomposition tree is not. Decomposition tree is not able 

to test 6.7%, 11.8%, 4%, 13.3% and 3% of the 
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Literature, Business admin, Social science, Law and 

Islamic studies instances respectively. Combining the 

accuracy and the coverage metrics, we can say that 

decision rule classifier has 100% accuracy for the 100% 

of the, for example, Literature examples (i.e., 100% 

accuracy for all the Literature examples) while 

decomposition tree has 100% accuracy for the 93.3% of 

the Literature examples. As a result of that we can say 

that decision rule classifier is superior to decomposition 

tree. Figure 3 represents these results. 

Table 5 shows the sensitivity of each major in the 

literary dataset given by the decision rules and 

decomposition tree classifiers. Both classifiers are 

100% sensitive. 

As shown in Table 6, five out of the ten majors that 

scientific track students enrolled in are from the non-

scientific majors denoted by Education, Literature, 

Business Admin, Social Science and Islamic studies. 

Both classifiers give closed accuracy with less than 10% 

difference in suggesting a specific literary major for the 

high school students. We also notice that both classifiers 

works well on the other five scientific majors with less 

than 10% difference in accuracy except for medicine and 

science majors where decision rule classifier has higher 

privilege over the decomposition tree classifier Fig. 4 

shows the mentioned results. 
 
Table 1: The results from the literary dataset 

 Accuracy  Coverage 
 Performance (%) Ratio (%) 

DR 100 100.0 
DT 100 94.4 
 
Table 2: The results from the scientific dataset 

 Accuracy  Coverage 
 Performance (%) Ratio (%) 

DR 88.2 100.0 
DT 87.3 88.2 

 

Table 3: The classification accuracy of each literary dataset 
major given by DR and DT 

Major DR (%) DT (%) 

Literature 100 100 
Business Admin 100 100 
Social Science 100 100 
Law 100 100 
Islamic studies 100 100 
 
Table 4: The coverage ratio of each literary dataset major 

given by DR and DT 

Major DR (%) DT (%) 

Literature 100 93.3 
Business Admin 100 88.2 
Social Science 100 96.0 
Law 100 86.7 
Islamic studies 100 97.0 

 
Table 5: The true positive rate (sensitivity) of each literary 

dataset major given by DR and DT 

Major DR (%) DT (%) 

Literature 100 100 
Business Admin 100 100 
Social Science 100 100 
Law 100 100 
Islamic studies 100 100 

 
Table 6: The classification accuracy of each scientific 

dataset major given by DR and DT 

Major DR (%) DT (%) 

Education 93.8 97.8 
IT 100.0 100.0 
Literature 78.6 69.2 
Business Admin 80.0 75.0 
Social Science 85.7 91.7 
Islamic studies 93.3 84.6 
Engineering 66.7 70.0 
Medicine 100.0 75.0 
Math 88.9 94.1 
Science 100.0 87.5 

 
 

Fig. 1: The accuracy and the coverage of the literary dataset 
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Fig. 2: The accuracy and the coverage of the scientific dataset 

 

 
 

Fig. 3: The coverage ratio of each literary dataset major given by DR and DT 

 

 
 

Fig. 4: The classification accuracy of each scientific dataset major given by DR and D 
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Table 7, decision rule classifier is able to classify 

each example in the scientific dataset to its 

corresponding major whereas decomposition tree 

classifier missed that for many examples. For example, 

decomposition tree classifier is able to classify all the 

examples of medicine study in the dataset whereas 

decomposition tree is able to classify 80% of the 

medicine dataset examples and it could not specify the 

major for the other 20%. This implies that the decision 

rule classifier is better than decomposition tree. Figure 5 

represents these results. 

A perfect predictor would be described as 100% 

sensitive if, for example, all IT students are correctly 

identified as IT students which are the correct case for 

both classifiers as shown in Table 8. Decision rule 

classifier is 94% sensitive since 94% of Math students 

are correctly identified by the classifier as Math students 

whereas decomposition tree classifier is 89% sensitive 

since 89% of Math students are correctly identified by 

the classifier as Math students. For the whole system, 

decision tree sensitivity is 83.8% whereas it is 82.7% for 

the decomposition tree. Focusing on scientific majors, 

decision rule classifier is 85.6% sensitive whereas 

decomposition tree is 82.85 sensitive. For this metric, 

decision tree is still better than decomposition tree. 

Figure 6 shows the given results. 

Table 9 shows the number of rules given by the 

decision rule classifier. The classifier generated 172 

rules for the literary dataset and 135 rules for the 

scientific dataset. Figure 7 represents the number of rules 

generated from the literary and scientific datasets. 

Samples of rules generated by Decision rules 

classifier is given in below: 
 
1. If((attr0=2)&(attr1=3)&(attr2=2)&(attr3=2)&(attr4=

2)&(attr5=2)&(attr6=2)) then Class = Education  

2. If((attr0=2)&(attr1=3)&(attr2=3)&(attr3=3)&(attr4= 

3)&(attr5=3)&(attr6=1)) then Class = Education or 

Class = Islamic Studies  

3. If((attr0=1)&(attr1=2)&(attr2=3)&(attr3=2)&(attr4=

2)&(attr5=1)&(attr6=1)) then Class = IT 

4. If((attr0=1)&(attr1=1)&(attr2=3)&(attr3=3)&(attr4=

2)&(attr5=2)&(attr6=1)) then Class = Engineer or 

Class=Math 

5. If((attr0=1)&(attr1=3)&(attr2=2)&(attr3=3)&(attr4=2)

&(attr5=3)&(attr6=1)) then Class = Math 

6. If((attr0=1)&(attr1=2)&(attr2=2)&(attr3=1)&(attr4=

2)&(attr5=2)&(attr6=1)) then Class = Islamic 

Studies or Class = Engineer  
 

Rules 1, 3 and 5 give one classification value and rules 

2, 4 and 6 give two classification values. Rules 2, 4 and 6 

give suitable variety of majors that student may choose to 

study at the university. Suggestions given by the rule are 

based on the values of the conditional attributes that 

represents the skills, preference and experience of the 

student. So the suggestion for the scientific track students 

could be tertiary or scientific major. A student from 

scientific track could be distinguished in literary major. 

 

 
 

Fig. 5: The coverage ratio of each scientific dataset major given by DR and DT 
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Fig. 6: The sensitivity of each scientific dataset major given by DR and DT 

 

 
 

Fig. 7: Number of rules given by DR classifier for each dataset
 
Table 7: The coverage ratio of each scientific dataset major 

given by DR and DT 

Major DR (%) DT (%) 

Education 100 95.8 
IT 100 66.7 
Literature 100 92.9 
Business Admin 100 80.0 
Social Science 100 85.7 
Islamic studies 100 86.7 
Engineering 100 95.2 
Medicine 100 80.0 
Math 100 94.4 
Science 100 80.0 

Table 8: The true positive rate (sensitivity) of each scientific 
dataset major given by DR and DT 

Major DR (%) DT (%) 

Education 100 98. 
IT 100 100 
Literature 85 90 
Business Admin 57 60 
Social Science 86 73 
Islamic studies 82 92 
Engineering 93 82 
Medicine 50 43 
Math 94 89 
Science 91 100 
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Table 9: Number of rules given by DR classifier for each dataset 

Literary Scientific 

172 135 

 

Conclusion 

This study developed and distributed questionnaires 

to study the relationship between the conditional 

attributes denoted by the questions of the questionnaire 

and the classification attribute denoted by student’s 

choice of university and college majors. 
Following conclusion may be drawn from the data 

mining classification model obtained using rough set 
approach. From the data mining model and the features 
reduction analysis results, it is noted that feature 
selection has an impact on the learning process including 
the training time, classification time, classification 
accuracy, coverage ratio and sensitivity as well. Eleven 
features out of the twenty two predicting features of the 
literary data set are able to predict new example correctly 
(100%) by decision rules and decomposition tree 
classifiers with an advantage for decision rules since it 
has better coverage percentage value. Also, seven 
features out of the thirty eight predicting features of the 
scientific data set are able to predict new example with 
accuracy of 88.2% and 87.3% by decision rules and 
decomposition tree classifiers respectively. Results prove 
that the calculated reducts have the most important 
predicting features which lead high school students to 
choose their university and college major successfully. 
This article shows that the development of a system 

which chooses the university and college major for high 

school students in Kuwait will influence their success 

during the university study and it will probably minimize 

the duration of study for those who are expected to 

change their major if they choose it wrongly from the 

beginning. This will also improve the universities 

educational and financial systems since it will minimize 

the major’s transfer and consequently the universities 

will graduate their students on time (based on the major 

schedule) which allow them to accept new inputs 

(students) that will increase the money wise of them.  

This research contributed to literature by identifying 

the relationship between the conditional attributes and 

the classification attributes (student’s choice of 

university and college major) for both literary and 

scientific data sets collected from AOU and Kuwait 

universities in Kuwait. It also shows that only high GPA 

university students can influence the results given by this 

research (based on the main technique used). 

In near future, other universities will be included in 

the study as well as other colleges and build 

comprehensive system for choosing the suitable major 

for high school students in Kuwait. Other techniques for 

feature reduction could be used as well as other 

classifiers. Also, the GPA of the high school certificate 

will be added to the data sets in order to test its 

significance on selecting university and college majors 

for high school students in Kuwait. 
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