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Abstract: The primary goal of this study is to compare the accuracy of the 

results of sentiment analysis using the Naive Bayes, Support Vector Machine 

(SVM), and Random Forest methods on one of the mutual fund application’s 

user reviews. The second goal is to identify user reviews of the mutual fund 

app to gain insight into the topics covered by each sentiment. The user reviews 

have been collected through a web scraping method on the google play store, 

then cleaned through several processes of data pre-processing. Feature 

extraction was performed using TF-IDF along with vectorization using n-

grams. The model performance was measured using a confusion matrix. Using 

a ratio of 80:20 on training and testing data, resulting in an accuracy of 92.7, 

93.7 and 94.2% for Naive Bayes, SVM, and Random Forest methods, 

respectively. Identify the topics covered by each sentiment in user reviews 

using visualizations. In the positive sentiment of users, the majority discusses 

the application which is easy and good, especially for novice investors. In 

negative sentiment, the majority discussed the slow sales process to 

disbursement of funds and long loading times when opening the application. 

 

Keywords: Sentiment Analysis, User Reviews, Naive Bayes, SVM, 
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Introduction 

Investments have been made by humans for a long time 

consciously to expect results in the future or unconsciously. 

There are various types of investments in goods or things that 

investors think is valuable and will be an advantage in the 

future. The investment allows a person to analyze the 

benefits and risks of a particular object and put his capital 

with the belief that what he spends at that time will increase. 

The KSEI data shown in Fig. 1, obtained from the 

publication file on the official website of the PT Kustodian 

Sentral Efek Indonesia (KSEI, 2021), shows the growth in 

the number of Indonesian capital market investors from 2018 

to August 2021. From the data, it can be seen that the number 

of mutual fund investors skyrocketed 71% to 5.44 million 

people. Compared to the end of 2018, which was only 

995,510 investors, the number of mutual fund investors in 

August 2021 has increased more than 5 times. The surge in 

the number of mutual fund investors shows that the                

COVID-19 pandemic has accelerated the number of mutual 

fund investors in line with the optimization of digital 

channels by industry players. The increasing growth of 

mutual funds is also due to the convenience offered because 

they are not managed alone, but are managed by more 

experienced Investment Managers, so this attracts a lot of 

interest for beginners to invest in mutual fund instruments. 

The Google Play Store allows users to share their 

experiences with apps in the form of app reviews, 

which can motivate or discourage other users from 

downloading the app. Such reviews can also provide 

valuable information to app developers. Therefore, 

there is a need to understand user reviews to survive in 

today's highly competitive mobile app industry               

(Khalid et al., 2015). 

According to Liu (2012), sentiment analysis or opinion 

mining is a field of study that analyzes opinions, sentiments, 

evaluations, judgments, attitudes, and emotions towards an 

entity, such as products, services, organizations, individuals, 

problems, or topics. According to Thakkar and Patel (2015), 

in the field of sentiment analysis, texts can be classified as 

positive or negative. There may be multi-valued or binary 

classes such as positive, negative, and neutral (or irrelevant). 

This class classification can be used to determine the opinion 

of most users of the mutual fund application. 
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According to Aqlan et al. (2019), with the huge 

explosion in information in recent years in the sites of 

communication, air traffic, and alternative markets, all 

this huge amount of information cannot be controlled 

and analyzed using the traditional way, so the scientists 

and researchers developed a high-efficiency technique 

to deal with this data. This requires sentiment analysis 

to process data and know its polarity to determine the 

right decision.  

Research by Himawan and Eliyani (2021) aims to 

determine the sentiment of public tweet data on the 

official Twitter account of the DKI Jakarta Provincial 

Government during the COVID-19 pandemic. This 

study uses the TF-IDF Vectorizer for word weighting 

and classification using several methods, namely, 

random forest classifier with 75.81% accuracy, Naive 

Bayes algorithm with 75.22% accuracy, and support 

vector machine algorithm with the highest accuracy 

score of 77.58%. 

Research by Khan and Malik (2018) revealed the 

sentiment classification of user reviews of various car 

sales sites in Roman Urdu using Multinomial Naïve 

Bayes, Bagging, Deep Neural Network, Decision Tree, 

Random Forest, AdaBoost, k-NN, and SVM 

Classifiers. The results of this study indicate that the 

Multinomial Naïve Bayes method has the best 

performance among all other classifiers, with a 

precision level of 93%, recall of 96%, f-measure of 

95%, and accuracy of 90%. 

Another study by Fitri (2020) conducted sentiment 

analysis on the Ruangguru application by testing three 

classification models such as Naive Bayes, Random 

Forest, and Support Vectors Machine. The results 

showed that the model with the best performance was 

Random Forest compared to other models with an 

accuracy rate of 97%. 

Based on several previous studies, it was found that 

there was a gap in the results of the research on the 

sentiment analysis method that produced the            

highest accuracy. 

The existence of this research gap and the need to 

understand user reviews makes the authors interested 

in conducting a comparative study of sentiment 

analysis methods on the opinions of mutual fund 

application users using the Naive Bayes, Support 

Vector Machine (SVM), and Random Forest methods, 

and also identified user reviews of the mutual fund app 

to gain insight into the topics covered by                           

each sentiment. 

 

 

 

Fig. 1: Indonesian investor growth chart (KSEI, 2021) 
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A. Sentiment Analysis 

Sentiment Analysis or Opinion Mining is used to 

learn user behavior by identifying, analyzing, and 

extracting subjective text that consists of opinion, 

preferences, and user sentiment (Nanli et al., 2012). 

There are 2 types of sentiment analysis approach, 

Lexicon Based Approach, and the Machine                 

Learning Approach.  

 

− Lexicon Based Approach 

 

Lexicon-based approaches use lexicon sentiment to 

describe polarity (positive, negative, and neutral) from 

the textual content. This approach is easier to 

understand and implement (Sadia et al., 2018)  

 

− Machine Learning Approach 

 

The machine learning approach is a collection of 

methods that enable computers to automate data-driven 

model building and programming through the 

systematic discovery of statistically significant patterns 

in the available data (Bhavsar et al., 2017) 

 

B. Text Preprocessing 

Text preprocessing is an important part of the NLP 

system because the identified characters, words, and 

sentences in this stage are fundamental units passed for 

further processing stages. Sometimes, text data 

contains some special formats, such as number formats, 

date formats, and general words that are unlikely to 

help text mining. By passing the text preprocessing 

stage, those words can be removed (Gurusamy and 

Kannan, 2014). Generally, text preprocessing stages 

are case folding, stop words removing, tokenizing, and 

stemming (Jumeilah, 2017). 

C. Feature Extraction 

Feature extraction is the process of selecting a set 

of features by using some effective methods to reduce 

the dimension of feature space. During feature 

extraction, there will be a document selection stage to 

choose the part of the document that reflects 

information on the content, and weight calculation. As 

a data preprocessing method of learning algorithms, 

feature extraction can improve the accuracy of learning 

algorithms and shorten the processing time                        

(Liang et al., 2017). 

D. Text Classification 

Text Classification is the task of dividing a set of 

documents into several classes where each document 

can belong to one or multiple classes (Sebastiani 2002). 

Text classification assigns a collection of text into 

categories that have been predefined before. To 

perform the process of text classification, inputted data 

are divided into two parts: Training data and                   

testing data.  

There are two approaches to data splitting that 

researchers commonly use. First Holdout Method, this 

method is simply dividing a set of data into two subsets 

usually with a 2:1 ratio, 2 for training data and 1 for 

testing data. And the other method is K-Fold Cross 

Validation, data randomly assigned into K groups of 

the same size. Each K group is chosen to be testing data 

and others are being training data. This method takes 

some time to finish because the process is repeated. 

 

Text classification techniques used in this study: 

 

1. Naive Bayes 

 

Naive Bayes is a classification technique that uses 

probability and statistics, introduced by Thomas Bayes. 

This technique predicts future chances based on 

experience before. Naive Bayes classifies documents 

into certain classes using a probabilistic model with an 

independent assumption of the term. The advantage of 

using naïve Bayes is that it only requires a small 

amount of training data to determine the estimated 

parameters needed in the classification process               

(Madyatmadja et al., 2019). 

Multinomial Naive Bayes is one of the classification 

models from the Naive Bayes method. This model 

captures terms' frequency by representing documents 

using Bag of Words. Documents are treated as a set of 

words with the frequency of each word: 

 

2. Support Vector Machine (SVM) 

 

The main objective of the SVM technique is to 

decide the hyperplane that will divide classes. Classes 

are usually symbolized as -1 and +1. The figure below 

illustrates the hyperplane, the red square is class -1 and 

the yellow circle is class +1.  

Figure 2(a) shows an alternative dividing line 

between the two classes (discriminant boundaries). The 

best dividing line is the one with the maximum 

hyperplane margin. Margin is the distance between the 

hyperplane and the closest pattern in each class. The 

closest pattern is called a support vector. In Fig 2(b), 

the circled pattern is the support vector for each class. 

Meanwhile, the thick line in Fig. 2(b) is the best 

hyperplane because it is in the middle of the two 
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classes. The process of finding the location of this 

hyperplane is the core of the SVM method       

(Fachruddin, 2015). 

Data used in this study can be linearly separable, 

this study uses the Linear Kernel model to transform 

instances into hyperplanes to maximize the distance 

between Training Samples: 

 

3. Random Forest 

 

This technique is an ensemble. The base classifier 

of Random Forest is a Decision Tree, which is a 

combination of several decision trees (Kulkarni and 

Sinha, 2014). As its name, RF creates a forest with 

trees. The accuracy of the RF technique depends on 

each tree's strength and dependence's measurement of 

trees. It's efficient on large databases. 

The tree was built using information gain and gini 

index to determine the root node and rule. The more 

trees created, the stronger a forest in other words 

accuracy of the model is more accurate                         

(Han et al., 2012). 

This technique is shaped like a tree structure where 

there is a roots, branches, and leaves. Each node 

showed testing for an attribute, each branch represents 

the result from testing. 

E. Confusion Matrix 

Confusion Matrix is used to measure the 

performance of the classification technique. It contains 

information that compares classification results that've 

been done by systems with the actual classification 

result as shown in Table 1. There are four matrixes of 

Confusion Matrix: 

 

− True Positive (TP), a condition where actual data 

is in positive class and classification models 

predict also positive 

− True Negative (TN), a condition where actual data 

is in negative class and classification models 

predict also negative 

− False Positive (FP), is a condition where actual 

data is in a negative class but classification models 

predict is positive 

− False Negative (FN), a condition where actual data 

is in positive class but classification models predict 

is negative 

 

 
 

Fig. 2: Hyperplane Illustration (Fachruddin, 2015) 

 

Table 1: Confusion matrix 

     Predicted class 

  -------------------------------------------------------------------------------- 

  Yes No Total 

Actual Class Yes TP FN P 

 No FP TN N 

 Total P’ N’ P + N
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F. Matplotlib 

A whole reference to make static visualization, 
animation, and python interactive. Its features are suitable for 
plotting. The plot is the graphic representation of a collection 
of data, it shows relationships between variables. 

G. Related Works 

There are many studies related to sentiment analysis that 

has been carried out using a machine learning approach. 

According to Nguyen et al. (2018), the Machine Learning 

approach in the Supervised Learning category is superior to 

the Lexicon Based approach.  

Research by Saepulrohman et al. (2021) states that the 

results of the study will be more accurate if the author avoids 

words that have the same or double meaning and uses more 

datasets to increase the accuracy of the data to be studied. 

The addition of slang dictionary data in the Stop word 

process, because in the reviews of application users on the 

Google Play Store there are still many using less 

standardized language. 

Research by de Godoi Brandão and Calixto (2019) 

showed that the use of N-Gram and TF-IDF for feature 

extraction for training SVM classifiers had a positive 

impact on accuracy results when compared to studies 

using other characteristic extraction methods. No other 

preprocessing tasks like stemming, stop word removal, 

noise removal, normalization, etc., are applied. 

Therefore, the authors suggest analyzing the impact of 

these tasks in future research. 

Materials and Methods 

The methodology is used by the author to analyze, 

work on and solve the problems at hand. The 

theoretical framework or scientific framework is the 

scientific method that will be applied in conducting 

research. The research stage is used, namely studying 

the literature, collecting data, processing data, 

analyzing data, and making reports. 

Collecting Dataset 

Figure 3 shows the data collection methods used. 

The data collected and used in this research is the 

review and rating data from the mutual fund application 

users that is retrieved from the Google Play Store 

website. This stage consists of a web scraping stage and 

export data. The web scraping stage is performed by 

using Python and Google Play Scraper Library. Then, 

the result of web scraping was saved in xlsx format. 

Data attributes and the type collected from this method 

are shown in    Table 2. 

Text Preprocessing  

Figure 4 shows the steps or methods used in text 

preprocessing. In the review selection stage, web 

scraping results will be selected manually to reduce the 

content that is not relevant to sentiment analysis, such 

as emoticons, referral codes, etc. The data produced in 

this stage will only contain users' reviews and ratings. 

The data was retrieved within one year period, starting 

from 29 September 2020 until 29 September 2021. The 

data retrieved was only reviews with 1, 2, 4, and 5 

ratings, because 3 is considered neutral. 

The data selected will be labeled manually, where 

review rated 1 and 2 will be labeled "Negative" and 

review rated 4 and 5 will be labeled "Positive". 

The review data retrieved has different languages, 

which are Indonesian and English. So, the data will be 

converted into Indonesian. Translation to the 

Indonesian stage was done so the data used only one 

language, to avoid duplication of review. 

In the normalization stage, the review will be 

normalized manually. The review data consists of 

abbreviations, slang words, or typo words, this can 

affect the result of sentiment analysis. The review data 

will be normalized according to Kamus Besar Bahasa 

Indonesia (KBBI). 

The Case Folding stage will convert words into 

lowercase and other characters. The case folding stage 

was performed by the programming language, Python, 

with the NLTK library. 

In the Stopwords Removal stage, common words 

that do not have any meaning or do not affect the 

classification will be deleted. The stop words removal 

stage was performed using Python with the                      

NLTK library. 

The review sentences will be broken into smaller 

units, called words. Each smaller unit is called a token. 

Tokenization was performed to make the text meaning 

interpretation easier and as the first stage of the 

stemming process. 

The stemming stage is to convert the words from 

tokenization into the basic words, by removing the 

affix on the words. Every word that has already been 

converted into basic words will be combined back into 

the sentence. 

Features Extraction 

Figure 5 shows the method used in feature 

extraction, which begins with vectorization. In the 

vectorization stage, we used the N-Gram method to 

perform feature extraction using TF-IDF. The N-Gram 

method used is Unigram and Bigram. Unigram is n-

gram with n value. One n unit is equal to one n-gram. 

While in Bigram, one n unit is equal to two n-grams. 

The combination of Unigram and Bigram used is to 

increase the accuracy level of the sentiment                 

analysis results. 
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The feature extraction used in this research is Term 

Frequency-Inverse Document Frequency (TF-IDF), which is 

to calculate the frequency score of each word. TF-IDF 

describes the importance of a term to a document in a 

collection or corpus. The implementation of TF-IDF and N-

Gram before modeling is intended to give more accurate 

analysis sentiment results. 

Sentiment Analysis Classification 

Figure 6 shows the stages in conducting sentiment 

analysis. In this stage, the result from the previous stage will 

be split into two different categories by using the Holdout 

method, where data will be split into Training data and 

Testing data. Data split by 80:20 ratio. 

The classification methods used in this research are Naive 

Bayes, Support Vector Machine (SVM), and Random 

Forest. Naive Bayes method classification by calculating 

each word frequency and the highest probability of each 

category in training data to define the attribute that will be 

used for testing data. Support Machine Vector method 

classification by mapping the non-linear to convert training 

data into a higher dimension. Random Forest method 

classification by creating decision trees as an ensemble, 

where each decision tree spits out a class prediction, and the 

most voted class, becomes the model's prediction. 

Evaluation and Comparison 

The evaluation and comparison method used in this 

research is the Confusion Matrix method. By using a 

confusion matrix, each classification method's 

performance can be evaluated by accuracy in 

identifying every tuple of different classes. The classes 

can be represented as True Positive (TP), True 

Negative (TN), False Positive (FP), and False Negative 

(FN). After the classification result is gained, the next 

stage is to calculate scores using the Precision, Recall, 

F1-Score, and accuracy of each classification method. 

Visualization  

Sentiment analysis comparison result was 
visualized using matplotlib to plot data into Clustered 

Bar Chart, Bar Chart, and Word Cloud. Clustered Bar 
Chart enables the comparison of series in a category, 
which makes it easier to see the comparison of each 
classification method's performance. Keyword 
visualization in each sentiment used Bar Chart and 
Word Cloud. This visualization enables us to see the 
keywords that appear most often based on the                 
word frequency. 
 

Results and Discussion 

Dataset used in this study consists of 2.391 user 

reviews on Google Play Store from September 2020 to 

September 2021. This number is cleaned data that has 

been processed in several text processing stages. Then, 

feature extraction is performed on the cleaned data. To 

continue sentiment analysis classification techniques, 

data are split into Data Training and Data Testing with 

an 80:20 ratio, resulting in the distribution of 1912 

training data and 479 testing data as shown in Table 3. 
 
 

 
 
Fig. 3: Data collection methods 
 

 

 

Fig. 4: Text preprocessing methods 

 

 

 

Fig. 5: Feature extraction methods 

 

Table 2: Data attribute and data type 
Attribute Description Type 

Reviewed Random character to identify the review String 

User name Reviewer name used in google play store String 

User image Reviewer profile image String 

Content User review String 

Score Rating Integer 

Thumbs up count Number of reviews likes Integer 

Review created version App version code Integer 

 When a user posts the review Datetime 

Reply content App owner or its team response to review String 

Replied at When app team response Datetime 
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To create classification models, each technique performs 

on the Training dataset, and to have the accuracy score of the 

model its test on the Testing dataset. Python programming 

language and Scikit-Learn package library are used in this 

study to perform all the processes including the 

classification. The classification model's performance results 

are shown below: 

A. Naive Bayes 

Using the Multnomial NB model and function from 

scikit-learn, data are classified based on keywords. The 

evaluation result of the Naive Bayes Technique using the 

confusion matrix produce 431 TP, 31 FP, 13 TN, and 4 FN 

as shown in Table 4.  

This technique shows the average precision value is 

92%, an average recall value is 93%, f1-score is 91%, 

and the accuracy average of the Naive Bayes technique 

is 93%, where the calculations are shown in Table 5. 

B. Support Vector Machine 

SVM creates a classification model using Support Vector 
Classifier (SVC) with linear kernel from python scikit-learn 
module. After the classifier is created, we perform prediction 
on Testing data. The evaluation result of the SVM Technique 
using the confusion matrix produce 428 TP, 23 FP, 21 TN, 
and 7 FN as shown in Table 6. The SVM model used in this 
study shows a better performance than the Naïve Bayes 
model, with an accuracy of 94%. The calculation of the 
evaluation result can be seen in Table 7. 

C. Random Forest 

Random forest classification creates decision trees 
on random data samples. How RF classification works 
is each tree voted on a class Evaluation result of 
Random Forest Technique using confusion matrix 
produce 429 TP, 22 FP, 22 TN, and 6 FN as shown in 
Table 8. We use 20 trees to create the forest, and it 
shows 94% accuracy in this model. The calculation of 
the evaluation result can be seen in Table 9. 

D. Sentiment Analysis Technique Comparison 

Based on the performance score evaluation of each 

classification model for each aspect which is precision, 

recall, f1-score, and accuracy, it shows that Random Forest 

has the highest performance score, then followed by the 

SVM model, and the Naive Bayes model come in last.  

To find the best classification model, we can assume the 

accuracy percentage of each model. 

Table 10 shows the percentage detail of the performance 

score of each classification model. From the table, the 

highest accuracy result has by the Random Forest model. To 

have a better visualization of the performance comparison of 

each model, we present the comparison with clustered bar 

chart using matplotlib. In Fig. 7 it can be seen that Random 

Forest Model's bar is higher than the others. 

 
 
Fig. 6: Sentiment analysis classification methods 
 

 
 
Fig. 7: Performance comparison in a clustered bar chart 

 

 
 
Fig. 8: Positive sentiment reviews in the bar chart
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Fig. 9: Negative sentiment reviews in a bar chart 
 

 
 
Fig. 10: Positive sentiment review in the word cloud 
 

 
 
Fig. 11: Negative sentiment review in the word cloud 
 

Table 3: Numbers of data split for each label 

Label  Data numbers 

Train   1912 

Test  479 

 
Table 4: Confusion Matrix of Naïve Bayes Model 

  Confusion matrix 

 ---------------------------------------------------- 

  Predicted_positive Predicted_negative 

Positive 431 4 

Negative 31 13 

 

E. Sentiment Analysis Result 

The topics most discussed by users in reviews that have 

positive or negative sentiments related to the experience of 

using the application can be identified by visualizing the 

application user review dataset that has been cleaned so that 

it only contains words that are meaningful to analyze and 

visualize. Every word is visualized into a bar chart using 

matplotlib which displays the 20 words with the most 

frequently referred to by users. 

In Fig. 8 it can be seen that the 20 words most discussed 

by users who left positive sentiment reviews were ‘aplikasi’, 

‘mudah’, ‘bagus’, ‘investasi’, ‘mula’, ‘bibit’, ‘dana’, ‘keren’, 

‘mantap’, ‘reksa’, ‘bantu’, ‘ajar’, ‘guna’, ‘ui’, ‘kasih’, 

‘sederhana’, ‘terima’, ‘baik’, ‘ramah’, and ‘fitur’. 

In Fig. 9 it can be seen that the 20 words most discussed 

by users who left negative sentiment reviews were ‘aplikasi’, 

‘dana’, ‘masuk’, ‘bibit’, ‘buka’, ‘jual’, ‘investasi’, ‘beli’, 

‘kali’, ‘ulang’, ‘muat’, ‘akun’, ‘baik’, ‘lambat’, ‘cair’, 

‘reksa’, ‘uang’, ‘cashback’, ‘bank’, and ‘bayar’. 

The words of positive or negative sentiment reviews from 

mutual fund app users can also be visualized in the form of a 

word cloud, where words that have more frequency will be 

displayed in a larger size than other words. The results of 

word cloud visualization with positive sentiment can be seen 

in Fig. 10 and negative sentiment can be seen in Fig. 11. 

Conclusion and Future Work 

In this study, the primary goal is to compare the accuracy 

of the results of sentiment analysis using the Naive Bayes, 

Support Vector Machine (SVM), and Random Forest 

methods on user reviews of the mutual fund application. The 

user reviews have been collected through a web scraping 

method on the google play store, then cleaned through 

several processes of data pre-processing. Feature extraction 

was performed using TF-IDF along with vectorization using 

a combination of n-grams, namely unigram and bigram. The 

model performance was measured using a confusion matrix. 

At the training: Testing data ratio of 80:20, the accuracy of 

the Naive Bayes, SVM, and Random Forest methods is 92.7, 

93.7, and 94.2%, respectively. 

The second goal is to identify user reviews of the mutual 

fund app to gain insight into the topics covered by each 

sentiment using visualizations. In the positive sentiment of 

users, the majority discusses the application which is easy 

and good, especially for novice investors. In negative 

sentiment, the majority discussed the slow sales process to 

disbursement of funds and long loading times when opening 

the application. 

For future work, this study has suggested some 

scenarios: (1) use Indonesian corpus in the sentence 

normalization process, (2) use a balanced dataset or 

balance the data set using Over sampling or Under 

sampling technique, and (3) use other NLP libraries 

such as TextBlob, Spacy, and CoreNLP from Stanford 

as a comparison, (4) use other training and testing data 

sharing methods such as the K-Fold method as a 

comparison, (5) use other evaluation methods such as 

AUC-ROC Curve as a comparison. 
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Table 1: Classification report of naïve bayes model 

 Classification Report 

 -------------------------------------------------------------------------------------------------------------------------- 

 Precision-Recall F1-Score Support 

0 0.76 0.30 0.43 44 

1 0.93 0.99 0.96 435 

Accuracy   0.93 479 

Macro avg 0.85 0.64 0.69 479 

Weighted avg 0.92 0.93 0.91 479 

 

Table 2: Confusion matrix of SVM model 

 Confusion Matrix 

 ------------------------------------------------------------------------------------------------- 

 Predicted_Positive Predicted_Negative 

Positive 428 7 

Negative 23 21 

 

Table 3: Classification report of SVM model 

      Classification Report 

 ----------------------------------------------------------------------------------------------------------------------- 

 Precision-Recall F1-Score Support 

0 0.75 0.48 0.58 44 

1 0.95 0.98 0.97 435 

Accuracy   0.94 479 

Macro avg 0.85 0.73 0.77 479 

Weighted avg 0.93 0.94 0.93 479 

 

Table 4: Confusion matrix of random forest model 

    Confusion Matrix 

 ------------------------------------------------------------------------------------------------- 

 Predicted_Positive Predicted_Negative 

Positive 429 6 

Negative 22 22 

 

Table 5: Classification report of random forest model 

     Classification Report 

 -------------------------------------------------------------------------------------------------------------------- 

 Precision-Recall F1-Score Support 

0 0.79 0.50 0.61 44 

1 0.95 0.99 0.97 435 

accuracy   0.94 479 

macro avg 0.87 0.74 0.79 479 

weighted avg 0.94 0.94 0.94 479 

 

Table 6: Comparison of Classification Model’s Result 

Model Precision Recall F-1 Score Accuracy 

Naive bayes 0.917 0.927 0.912 0.927 

Support vector machine 0.931 0.937 0.931 0.937 

Random forest 0.936 0.942 0.936 0.942
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