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Abstract: Many new investors that want to purchase a fund might be 

disappointed with the return-on-investment value. This problem occurs 

because they do not know important factors that could affect the market 

value. Plus, some assets might not be suitable for the investor's investment 

style. To reduce the mentioned problems, many asset management 

companies research the systems that could find a suitable fund for the 

investor. These systems consider various aspects, such as the investor's 

background, financial status, and the investor’s behavior. These systems 

typically employ a specific machine learning method to learn and predict 

which fund the model should recommend to customers. However, we have 

an assumption that the performance of the prediction could be leveraged if 

we applied more methods to a forecasting model. Therefore, this study aims 

to develop a customer predictive model for investment using voting ensemble 

learning techniques. The model is used for recommending suitable funds and 

suitable risks for investing based on the investor’s profile and comparing 

performance between 5 algorithms and 2 preprocessing approaches. 

Preprocessing approaches are clustering by date range which has an average 

accuracy of 62.24% and k-means clustering which has an average accuracy 

of 69.21%. The prediction model of suitable fund risk and prediction model 

of fund category has an accuracy of 92.38%. We found that the neural 

network has the highest accuracy of 93.43%. 

 

Keywords: Data Preparation, Ensemble Learning, Investment, Machine 

Learning 
 

Introduction  

Nowadays, there are many choices of funds and 

assets for investors to start an investment. Plus, with 

technology, they are easier to obtain and gain benefits 

from. However, in the real world, the investment has 

many factors to consider and some risks could affect 

the return on the investment. Furthermore, some types 

of assets require prior knowledge, which might not be 

appropriate for some investors to invest in. Novice 

investors or someone who is not familiar with the 

investment field might find it difficult to analyze these 

important factors. These issues could result in an 

unsatisfactory profit or even a significant loss of the 

asset. The stated problems have become a challenge for 

the asset management company to develop a system or 

model to help the investors' decision on which asset or 

fund to invest in. 

To develop such a system, the researchers apply the 

concept of machine learning to create a predictive 

model for the fund’s recommendation. The model will 

suggest the appropriate funds to invest in based on an 

investor’s data, such as their financial status, type of 

saving, investor behavior, or risk management. 

Nevertheless, we have an assumption that each dataset 

is suitable for a different method of machine learning. 

Therefore, choosing only one machine learning 

approach and training with every dataset might be 

insufficient to achieve a high-performance funds 

recommendation model. 

To prove our hypothesis, this study aims to develop 

a customer predictive model for investment using the 

voting ensemble learning technique for recommending 

suitable funds and suitable risks for investing based on an 

investor’s profile. This also includes performance 

comparison of algorithms and preprocessing approaches 

before model training. In the testing phase, the baselines 

and our model are evaluated with the cross-validation 

method. We also divided the training and testing data into 

different ratios to observe the consequences that might 

affect the performance of the prediction. 
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Therefore, the main contributions of this study are 

listed as follows: 
 
1) The voting ensemble learning technique helps 

improve the performance of the fund 

recommendation model and can evaluate the risk of 

investing effectively 

2) The ratio of the training and testing data does not 

affect the performance of the prediction model. 

Hence, the researcher can train the model with the 

lowest number of training samples to reduce the 

processing time 
 

Materials and Methods 

Concept of Investment 

Investment is the idea of using saving money to 

invest in something to receive more money in return 

e.g., deposit money with a bank to receive interest. 

However, the return of interest is too small and 

unattractive. Hence investors look for somewhere else 

to invest to get a high return (SangSoi, 2015) every 

investment comes with risk, the investment can be 

separated into three categories: (i) Investment for 

consumption, (ii) Investment in the business and (iii) 

Investment in securities (Sungkaew, 2001). 

Data Mining 

Data mining is a technique for discovering relationships 

and extracting useful features from large amounts of data. 

This technique helps many applications by providing useful 

information for decision-making in determining tasks. An 

example of the data mining process is the cross-industry 

standard process for data mining. It consists of six 

procedures: Business understanding, data understanding, 

data preparation, modeling evaluation, and deployment. 

These processes have been applied to our paper since they 

are commonly used in various data-minimizing-related 

searches (Berwind et al., 2016). 

Clustering 

K-means clustering is an algorithm that partitions 

data into determined groups by using the average 

distance between data points and the centroid to 

categorize the group. Data with similar properties and 

features will be clustered with this approach.  

Data clustering can be used to preprocess data to 

reduce the size of the data or simply select or exclude 

clusters for further study (Ahmad and Dey, 2007) 

(MacKay, 2003). 

Classification Algorithm 

A classification algorithm is an algorithm that learns 

through patterns of data from the samples and then 

classifies data based on their properties or features. In this 

study, we study 5 Algorithms as follows. 

K-Nearest Neighbor Algorithm 

This algorithm compares the similarity between 

data points and will put the input data in the same class 

as the data point that is closest to Hulett et al. (2012); 

Piryonesi and El-Diraby (2020). The distance can be 

calculated by using a distant equation, e.g., the 

Euclidean distance (Hastie et al., 2009) as shown in 

formula 1, when x, y is the data coordinate and a, b is 

the target coordinate that we want to find the distance 

between them. K-NN can create an effective model 

even though the decisions are complex, but it can take 

a long time if there are a lot of attributes: 

 

(( , ),( , )) ((( ) 2 ( ) 2))Dist x y a b x a y b       (1) 

 

a b c   (2) 

 

Naïve Bayes Algorithm 

This algorithm is about the probability of something 

happening when its condition has been qualified, called 

“given” (Hastie et al., 2009; Murty and Devi, 2011). 

The goal is to find which assumption is the most likely 

based on prior knowledge. This can be explained by 

dividing the number of desired results by the number 

of every possibility. The possibility of event A 

happening based on event B is called conditional 

probability. This algorithm calculates the probability of 

each result which can be simplified as shown in 

formula 2, where P(A|B) is the probability of event B to 

happen which is required for event A to happen or 

called A given B. P(A) is the probability of event A 

happening. P(B) is the probability of event B 

happening. P(B|A) is the probability of B given A: 

 

( ) ( ) * ( ) / ( )P A B P B A P A P B  (3) 

 

Decision Tree Algorithm 

This algorithm creates prediction models based on 

conditional classification by analyzing data features. 

This can be used to explain which feature has a high 

influence on the model’s decision-making. The model 

created by this algorithm is in the form of a tree that 

consists of (i) Node which is a data feature where the 

first node is the root node, (ii) Branch which is the 

criteria of said features and (iii) A leaf which is the 

classified class. The decision tree is created by 

applying the greedy approach and using a top-down 

recursive divide-and-conquer approach. This algorithm 

learns by dividing a dataset into smaller sets during 
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feature selection to reduce the number of variables that 

are needed to create the model by selecting the best or 

most important features for prediction. The feature 

selection can be divided into two categories, as follows. 

Feature’s Subset Selection  

Select only a few subsets of features from all 

features. The selected subset should improve the 

accuracy of the model. 

Feature Sorting 

Calculating a score for each feature sorting the feature 

according to the score. The equation is shown in Eq. 3: 
 

 ( ; ) ( )IG X Y H Y H Y X   (4) 

 

where, IG(X;Y) is the entropy score that is a value between 

0 and 1, H(Y) is the probability of Y entropy, H(Y|X) is the 

probability of Y given X entropy, Y is the value of the 

feature which is classes of data from {Y1, Y2, …, Yn} 

and value of X is another feature that is not class {X1, 

X2, …, Xn}. 

Rule Induction Algorithm  

Rule induction algorithm is an algorithm that does not 

need a human to program manually, but it will analyze the 

data structure or rules set to classify data. It can create 

independent rules and does not need to be in a hierarchy 

form. This algorithm can find different patterns when 

compared to the decision tree and may create a better 

classification model (Freitas, 2002; Cohen, 1995).  

Neural Network Algorithm 

This is an algorithm that tries to replicate the structure of 

the brain of living beings, which can learn and adjust 

according to input based on learning rules (Anthony and 

Bartlett, 2017). This algorithm is also the first pattern 

recognition algorithm to outperform human proficiency in 

the (Faggiolani, 2011) competition. Neural networks consist 

of (i) An input layer that only accepts numerical values, (ii) 

An output layer that is the result of the learning, a hidden 

layer that calculates values for prediction, (iii) Neurons that 

are in each layer that have different functions, (iv) Weights 

which are calculated during the learning process, (v) Bias 

which is calculated to help with decision boundary for more 

accuracy, (vi) Summation function which summarizes data 

input and its weight and (vii) Transfer function which 

calculate how to send the result to another node. 

Ensemble Learning Technique 

It is a machine learning technique that enhances 

prediction performance by utilizing multiple 

classification models to find the result, which is a 

highly effective approach (Dietterich, 2000; Manish, 

2012) and also practical algorithms for a specific 

prediction task (Hopfield, 1982). The ensemble 

algorithm that is used in this study is called vote 

ensemble, which is the training of the same dataset on 

multiple prediction models, then picking the answer by 

counting from the output of each model, which can be 

called voting. 

Fund Recommendation Models 

Starting from research on behavior study and 

customer needs, there is a model (Tanizaki et al., 2020) 

that uses customer needs to organize the shop, e.g., 

recruiting employees and food ordering. The study 

utilizes machine learning to learn from information, 

e.g., weather.  

We can see that the amount of customer data and 

other variables can be overwhelming, so we need some 

ways to handle the data. The state-of-the-art solutions 

to solve the mentioned problems are data mining and 

machine learning (Zhang et al., 2018). For instance, 

using k-means clustering to cluster customers together 

based on their preferences and recommend a restaurant for 

the user. The model is evaluated by comparing it with a case 

study of TripAdvisor.com in the aspect of investment.  

Another work by Sapaphan (2016) shows that it is 

appropriate to use a decision tree to create a prediction 

model with preprocessing.  

There is also a study by He et al. (2014) that tries to 

predict customer attrition with a support vector machine 

and found that this method can be tuned to achieve 

higher accuracy. 

For the development of a customer investing 

prediction model by using ensemble learning, we have 

compared and studied the y working process of each 

algorithm. There is a study (Jaiswal et al., 2020) that 

try to predict customer transaction by comparing deep 

learning, XGBoost, and logistic regression. They found 

that deep learning has the most accuracy followed 

XGBoost and linear regression respectively. Another 

study tries to try to predict liquidity rather o of mutual 

funds via ensemble learning which is a majority vote. 

The result of that work has good interpretability and is 

beneficial to every involved party. Tao et al. (2019) 

proposed an approach to classify mutual fund 

investment types on the data from Yahoo Finance 

which consists of 25,393 funds and 54 features, then 

comparing the performance of 4 algorithms i.e., k-nearest 

neighbors, neural network, XGBoost, and random 

forest. The said research concludes that XGBoost has 

the best performance and the neural network performed 

the worst. 
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From what was mentioned above, this study has two 

main study objectives: (1) How preprocessing affects 

the prediction accuracy and (2) Comparing the 

performance of each algorithm to find the best 

predictive model. 

Problem Analysis and Research Dataset 

To analyze the problem, data, factors, and product 

presentation from the asset management company, we 

study them through the following steps: 

  

1. Study the data, problems, documents, and related 

research: This process is to summarize and study 

the trend of the developing prediction model. This 

also includes studies about fund or asset selling 

procedures, e.g., product presentation, product 

review, and closing the deal 

2. Understanding the research variables: Collecting 

customer data that bought funds from a certain 

bank. This process consists of four important steps: 

(i) Validating the data to ensure the completeness 

of the samples, (ii) Considering and choosing the 

important factors that could affect the research 

objectives, (iii) Data cleaning and (iv) 

Transforming the data into the form that the 

algorithm requires. The dataset for the experiment 

in this study is from the anonymous asset company, 

which contains 19,577 customers that bought funds 

between January and July 2015 and needed to 

purchase at least 500 baht. The fund can be 

categorized into four categories, in Table 1 

 

Then, we collect other variables of the customer 

population to be used as input and to develop a prediction 

model. The variables are shown in Table 2. 

Framework 

The illustration of the framework is depicted in Fig. 1 

and the process of this framework is described as follows. 

Data Handling  

This process can be divided into two approaches, as 

follow: 

1. Approach: Transforming the data by using a number 

to represent a range of data, which are divided 

equally, in Table 3 

2. Approach: Transforming the input and output by 

using the k-means algorithm. This can be done by 

separating data into appropriate k-groups before 

using it to develop a prediction model 
 

Prediction Model Development and Performance 

Comparing 

After the preprocessing data in the previous step is 

complete, those data are fed into different machine 

learning techniques i.e., K-NN, Naïve Bayes, decision 

tree, rule induction, and neural network. The reason 

that we chose these algorithms are as follow: 

 

1. K-NN and Naïve Bayes feature different approaches 

as an algorithm which is a lazy algorithm and 

Bayesian respectively, so we can compare the 

differences between them 

2. All of them use the same format of the input. This 

helps reduce complexity and bias when performing 

data cleansing 

3. These are basic algorithm that is the base of other 

algorithms e.g., a decision tree is the root of the 

random forest and a neural network is the base of 

deep learning (Kotsiantis et al., 2007) 

 

The accuracy is evaluated by dividing data into 

testing data and learning data. We also test every model 

with the cross-validation technique and adjust 

parameters to find the parameter that has the highest 

impact on the model accuracy. 

Development of Prediction Model Using Ensemble 

Learning Technique and Performance Comparison 

Developing a prediction model using an ensemble-

learning technique by voting and evaluating the model. 

The evaluation in this part is similar to the second part 

but combined with the data handling approaches from 

the first part to develop two models, e.g., a prediction 

model on fund category which recommends the suitable 

category, and a prediction model on fund risk which 

recommends the suitable fund risk to give more details. 

 
Table 1: Some information on fund categories 

Class N Average Min Max S.D 

LTF/RMF (LR) 2,992 39,911 500 900,000 69,195.33 

Money Market (MM) 11,562 794,790 500 9,850,000 1,171,852.40 

Mutual Fund (OE) 6,441 932,044 1,085 9,472,406 659,896.77 

Team Fund (TF) 3,485 270,921 500 8,000,000 1,041,179.52 
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Fig. 1: The customer investment prediction model 

 

Table 2: Overview of the input variable 

Variable Meaning 

Branch_Provice Location 

Gender Gender 

Education Education level 

Occupation Occupation 

Income Income 

Saving A/C Saving account 

Fixed A/C Fixed account 

SPA A/C Special fixed account 

 

Table 3: Example of data transformation in the first approach 

Class Date range (fund price range) 

LTF/RMF (LR) class label 200,000-1=”1” 

 400,000-200,001=”2” 

 600,000-400,001=”3” 

 800,000-600,001=”4” 

 1,000,000-800,001=”5” 

 >1,000,000=”6” 

 

Results 

The details of the analysis according to the research 

goal are as follows. 

The Details of Variables That are Used to Develop 

Prediction Model on Customer Investment 

From this study, the variables that are necessary to 

develop a predicting model are shown in Tables 4-5. 

The Result of Preprocessing Data with the First 

Approach for Prediction Model on Suitable Fund Risk 

After collecting real variables and transforming 

them into LTF/RMF (LR), Mutual Fund (MF), Team 

Fund (TF), Special fixed deposit Account (SPA), and 

saving account (Saving A/C), we found that most of the 

data fall into the 1-200,000 range, which is 97.46, 

38.05, 75.41, 44.50 and 38.95% of each variable, 

respectively, while Mutual Fund (MF) and fixed 

deposit account have the data in the range of over 

1,000,000, which is 27.54 and 44.89%, in Fig. 2. 

LTF/RMF (LR) has no data that goes into more than 

the 1,000,000 range.  

The Result of Preprocessing Data with a Second 

Approach for Prediction Model on Suitable Fund Risk 

After finding the best K value for each fund, we can 

conclude that K = 5 is the best for LR and K = 4 is the best 

for MF, TF, and MM. The best value is determined by 

comparing it with different K-values. 

The Result of Comparing Each Algorithm 

Performance 

After determining and tuning parameters for the 

performance comparison, we evaluate each model with 

5-fold cross-validation. The results of the two 

preprocessing approaches are as follows. 
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Table 4: The nominal variables that are used to develop a predicting model 

Variables Value Count 

Branch province Bangkok and surrounding areas 8666 

 North 2459 

 Central 2893 

 South 3427 

 Northeast 2131 

Gender M 13411 

 F 6165 

Education Lower than a bachelor’s degree 11308 

 Master’s degree 3009 

 Bachelor’s degree 4860 

 Higher than a master’s degree 399 

Occupation Private employee 7726 

 Government officer 1761 

 Freelance 7894 

 Personal business 2195 

Income 20,001-40,000 8004 

 60,001-80,000 6927 

 1-20,000 2306 

 40,001-60,000 1405 

 > 100,000 291 

 80,001-100,000 643 

 

Table 5: The real variables that are used to develop a predicting model 

Value N Max Average 

Fixed A/C 4664 4873236.58 1179798.620 

SPA A/C 3986 4572914.77 503593.170 

Saving A/C 19563 4992329.23 747393.160 

Fixed A/C 4664 4873236.58 1179798.620 

 

 

 

Fig. 2: The percentage of data after being categorized by range 
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Fig. 3: The accuracy of a k-nearest neighbor when using different preprocess approaches 

 

 
 

Fig. 4: The accuracy of the k-nearest neighbor when using different preprocess approaches 

 

K-nearest neighbor algorithm: We found that different 

K-values do not have any effect on the model accuracy. The 

accuracy of this model when combined with preprocessing 

by k-means compared to preprocessing by range shows huge 

differences. e.g., in the LR category, k-means has 

97.26% accuracy, and preprocessing by range has 

50.17% accuracy. While performing under the TF 

category, k-means has 24.48% accuracy, and 

preprocessing by range has 19.44% accuracy. Data 

distribution may affect the small change in the prediction 

model in Fig. 3. 

Naïve Bayes algorithm: There is no additional 

parameter. The accuracy of this algorithm is comparable 

to other algorithms, but the LR category has reduced 

accuracy while other categories have higher accuracy. 

Decision tree algorithm: There is no change in 

accuracy when changing the criterion value, but when 

comparing preprocessing approaches, there is a huge 

shift in the performance. e.g., in the LR category, the 

gain ratio of preprocessing by range has higher 

accuracy than preprocessing by k-means at 97.36 and 

69.95%, respectively, while preprocessing by k-means 

can perform better in other categories, in Fig. 4. 

Rule induction algorithm: There is no change in 

performance when the criterion value is changed. We 

found that information gain between 2 preprocessing 

approaches has a different value, e.g., the preprocessing 

by range has 97.46% accuracy, while k-means has 69.62% 

accuracy under the LR category, while k-means 

outperform in other categories, in Fig. 5. 
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Fig. 5: The accuracy of the decision tree when using different preprocess approaches 
 

 
 

Fig. 6: The accuracy of rule induction when using different preprocess approaches 
 

Neural network algorithm: There is no change in 

performance when the criterion value changes. We found 

that preprocessing approaches have a strong impact on the 

accuracy of the model, in Fig. 6. 

After considering the average accuracy of each fund 

category and the preprocessing setting, the neural 

network algorithm has the highest accuracy (67.32%) 

followed by Naïve Bayes (67.09%), rule induction 

(66.77%), decision tree (66.39%) and k-nearest 

neighbor (60.58%). If we preprocess with k-means, the 

accuracy of each model is as follows: Neural network 

(71.18%), Naïve Bayes (63.08%), decision tree 

(71.16%), rule induction (70.93%) and k-nearest 

neighbor (59.84%), respectively, in Fig. 7. This means 

that the k-nearest neighbor algorithm is not suitable for 

this task. Ensemble learning can attain high accuracy, 

but it requires more processing time to process data and 

we found that the accuracy of another algorithm that is 

not k-nearest neighbor can attain comparable accuracy. 

The Model Performance Comparison Based on the 

Data Setting Splitting Method 

We evaluate each model by splitting the available 

data into six sets. Each set contains a different ratio of 

the training and testing data. They consist of 80-20, 70-

30, 60-40, 50-50, 40-60, and 30-70, respectively. The 

result of this experiment is shown in Fig. 8. The K-NN 

has the lowest accuracy score, which is 57-59%. We also 

find that the different ratio of the training and test data 

does not affect the performance of the prediction model. 
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Fig. 7: The accuracy of the neural network when using different preprocess approaches 

 

 
 

Fig. 8: The average accuracy of each algorithm represent in different ratios of training and testing data 

 

This interesting discovery could be beneficial for 

the future of other related research. If the size of the 

training set does not tremendously affect the 

performance of the prediction model, we can reduce the 

training samples to reduce the complexity of the model 

and greatly reduce the computational time. The 

supporting research for this statement is reported by 

Rolim et al. (2021). 

Conclusion 

In the development of a customer investment predictive 

model by using the voting ensemble technique from five 

based algorithms, we found that the preprocessing approach 

has an impact on every algorithm. The average accuracy of 

data that is preprocessed by the first approach (representing 

data by its range) is 62.24% while preprocessing by k-means 

clustering has a 69.21% average accuracy. As a result, we 

can conclude the evaluation of our experiment based on the 

consideration factors as stated below: 
 
1. Considering fund categories: LR category has the 

highest average accuracy at 97.42% when 
preprocessed with clustering data by range, while 
MM, TF, and MF have the highest accuracy at 68.95, 
56.91 and 83.55% respectively when preprocessed 
with a k-means algorithm 
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2. Considering each algorithm: In the LR category, 

every algorithm shares the highest accuracy at 

97.46%. In the MM category, the accuracy of each 

algorithm is as follows: Neural network at 69.40%, 

decision tree at 69.39%, Naïve Bayes at 69.33%, rule 

induction at 69.01%, and k-nearest neighbor at 

67.20%. After combining it into an ensemble model, 

the accuracy is at 68.95%. In the TF category, the 

accuracy of each algorithm is as follows, neural network 

at 61.70%, decision tree at 61.68%, Naïve Bayes at 

61.48%, rule induction at 61.12% and k-nearest 

neighbor at 28.68%. After combining it into an 

ensemble model, the accuracy is 61.40%. In the MF 

category, only the k-nearest neighbor has an accuracy 

of 83.21% while the rest and the ensemble model 

share an accuracy of 83.62% 

3. Considering parameter setting: From the 

experiment, we found that the optimal K value for 

the k-nearest neighbor is 7 in the MM, TF, and MF 

categories, while the optimal k-value in the LR 

category is 5. Decision tree and rule induction 

algorithm attain the highest accuracy when setting 

criterion parameter to accuracy except for the TF 

category which setting the parameter to 

information gain yields a better result. The hidden 

layer of the neural network is set as 1 layer (9 

nodes) for LR, 1 layer (9 nodes) for MM, 2 layers 

(9 and 8 nodes) for TF, and 4 layers (9, 8, 7, and 6 

nodes) for MK when preprocessed with the first 

approach while setting the hidden layer after 

preprocessing by the second approach as follows: 

4 Layers (6, 6, 5 and 5 nodes) for LR, 3 layers (6, 

5 and 4 nodes) for MM, 2 layers (6 and 5 nodes) 

for TF and 1 layer (6 nodes) for MK 

4. Considering fund category prediction: We 

developed this model to help customers pick 

suitable fund categories and risk levels. After we 

developed the ensemble model, we found that the 

neural network attains 93.43% accuracy while the 

ensemble model only attains 92.38%, in Fig. 8. 

However, to get the most accurate results, the data 

needs to be up-to-date, sufficient, and larger than 

the sample data that we used in this study. It would 

be more versatile if there were more fund 

categories. In the case of this study, neural 

networks can outperform the ensemble model, but if 

the dataset is changed, it is worth considering 

applying the ensemble model in that case in the future 
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