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Abstract: Facial recognition is a critical and well-established topic that has 

caught the interest of researchers across various application areas. Face 

detection and identification are critical components of human detection 

systems. Researchers in different fields used numerous techniques to 

recognize human faces in various positions considering several features, 

many results were also obtained. In this research, we aim to use a well-known 

method called a Deep Learning lightweight Convolutional Neural Network 

(CNN) for image recognition and detection techniques to contribute to 

solving the facial recognition problem. We used 280 FEI face images to 

recognize images of twenty persons from fourteen unique classes. Training 

and testing samples were considered. The proposed CNN model consists of 

only 16 layers, making it more portable and reliable for real-world 

applications. CNN shows outstanding performance, completing a training 

accuracy result of 97.73% and a testing accuracy result of 83.33%. 

 Keywords: Facial Recognition, Convolutional Neural Network, Deep Learning 

 

Introduction 

Designing and creating systems for detecting and 

recognizing faces has been a popular research topic in 

computer vision for years (Bower and Karlin, 1974). The 

difficulty of feature selection in recognition models has 

spurred investigations into faster and more accurate 

methods. Facial recognition has several practical 

applications. In the 1960s, Woody Bledsoe and his 

colleagues used computers to detect human faces 

(Bledsoe, 1968, 1966a-b; 1964; Bledsoe and Chan, 1965). 

Their primary work,” man-machine,” had humans 

recognizing facial features before computers could 

analyze faces (Nils, 2009). 

The Army Research Laboratory and Defense 

Advanced Research Project Agency initiated a program in 

Facial Recognition to support this vital domain. The 

technologies created under FERET still focus on facial 

recognition challenges (Gates, 2011). Consequently, 

numerous methods involving essential image handling 

techniques were used to attain facial properties from 

images, which were then used to train and identify via 

distinct classifier algorithms (Kundu et al., 2012). 
Computer vision operates differently from how 

humans see. It’s a whole system that can find, recognize, 

process and handle images like humans do (Kafai et al., 

2014). Critical factors of intellect, such as organization, 

memory, retrieval, reasoning, estimation and recognition, 

play significant roles in computer vision (Girshick et al., 

2016). Early face identification attempts relied on upright 

images with minimal variations, such as illumination and 

occlusions. While these techniques were effective for 

frontal images, they struggled with varied angles or 

lighting (Roshantharanga et al., 2013). 

Due to the complexity of facial recognition, many 
algorithms have been developed for identification, ranging 
from traditional to advanced methods. Traditional methods 
focus on identifying and obtaining features or landmarks 
from the face image, such as the size and position of the 
nose, eyes, cheekbones and jaw (Bonsor, 2001). 

Other methods include compressing facial facts after 

normalizing a set of facial images, keeping only the 
necessary details for recognition and comparing this data 
to a new image (Delac et al., 2007). One early successful 
system used a template identical to point facial features, 
creating a compressed face representation (Brunelli and 
Poggio, 1993; Brunelli, 2009). 

This study uses a dataset of 280 images from the FEI 
database, featuring images of twenty individuals across 
fourteen classes and various positions. The proposed 
CNN model is designed to be lightweight, with only 16 
layers, making it both portable and reliable for real-world 
applications. We expect this CNN to perform 

exceptionally well, achieving a training result accuracy of 
97.73% and a testing result accuracy of 83.33%. These 
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results will exhibit the model’s efficiency in addressing 
facial recognition challenges while maintaining 
practicality for real-world use.  

Literature Review 

Due to rapid technological advancements, 

computerized facial recognition has become a crucial tool 

in various fields. These algorithms utilize biometric data 

from facial features like the shape of the eye socket, nose 

and chin (Crumpler, 2020; Hiebert et al., 2021). 

One widely used facial recognition software is 

FaceMe (Xu et al., 2019). Known for its accuracy, speed 

and flexibility, FaceMe can run on PCs, workstations and 

servers and integrates with video management systems 

(VMS). It’s often used for security, identifying suspicious 

individuals in crowds by comparing captured images to 

those in a database, even if the person is wearing a mask. 

Additionally, it can detect the body’s hotness and send 

real-time alerts to security administrations (Xu et al., 

2019). Marriott Hotels have also implemented FaceMe 

technology to decrease check-in times by around 66. 

Apple initiated the iPhone X, featuring Face ID in 

1997. This facial recognition system allows users to 

unlock their phones, buy and use Apple Pay by examining 

their devices (Komkov and Petiushko, 2021). 

Several composite classifiers using K-nearest 

neighbors were introduced in (Abouelnaga et al., 2016), 

where the authors used PCA (Principal Component 

Analysis) and KNN alongside CNN to reduce overfitting, 

increasing accuracy by about 0.7%. Facial recognition 

accuracy reached 99.95% in 2020 according to a study by 

the Center of Strategic and International Studies (CSIS). 

Such high accuracy has spurred an industrial 

revolution in facial recognition, enabling it to handle 

images of varying quality, as noted by the National 

Institute of Standards and Technology (Grother and Ngan, 

2014). However, challenges remain, such as variations in 

image quality due to different lighting conditions 

(Crumpler, 2020). Facial recognition is often preferred 

over other biometric technologies due to its contactless, 

quick and cost-effective nature. 

The demand for facial recognition systems has surged 

for security in large stores, companies, government 

buildings and public places, helping identify suspicious 

individuals (Hill et al., 2022). This growth is fueled by the 

availability of large datasets and the capabilities of 

Graphics Processing Units (Chen et al., 2018). 

Figure (1) illustrates the global rise in facial 

identification usage, with Asia, North America, Europe 

and other regions contributing. In 2022, the global 

market was valued at around USD 5.1 billion and is 

projected to grow at 14.6. The authors in (Sermanet et al., 

2013) worked on a deep face detector with a deep 

learning CNN to find faces from different angles without 

using regression, bounding boxes, or segmentation.  

 
 
Fig. 1: Facial Recognition market growth 
 
Due to diverse field requirements, researchers are exploring 

various facial recognition techniques and algorithms to 

enhance system performance. For instance, (Hammadi et al., 

2019) focused on multi-view face recognition, while 
(Hiebert et al., 2021) employed a convolutional deep 

learning neural network on a dataset of 2800 images. 

Three classifiers, CNN, K-nearest neighbors and 

support vector machines, were evaluated on the MNIST 

dataset (Liu et al., 2003). The Multilayer Perceptron 

(MLP) underperformed in distinguishing digits 9 and 6. 

Conversely, other classifiers performed well, suggesting 

that implementing the model using the Keras platform 

might improve CNN performance. Another study (Abu 

Ghosh and Maghari, 2017) compared CNN, Deep Belief 

Networks (DBF) and Deep Neural Networks (DNN) on 

the MNIST dataset, finding DNN to be the most accurate 

at 98.08. 

To emphasize the significance of feature sets, 
Chherawala et al. (2016) introduced a weighted 

recurrent neural network model through weighted 
votes. The CIFAR-10 dataset (Krizhevsky, 2010) was 
utilized as a two-layer deep belief network, achieving 
an accuracy of 78.90% using a GPU unit. The study 
detailed filter variations and their respective 
performances, which varied based on the model. 

Recent Advancements of CNN 

In recent years, CNNs have shown significant 
advancements in enhanced facial recognition technology 
performance. These advancements include various CNN 
architectures, such as depth and efficiency and the 
integration of innovative layers and practices: 
 

 Deeper networks: The adoption of several deeper 
architectures, such as VGGNet, res net and Inception 

(i.e., GoogLeNet), has shown that increasing the 

depth of the network can significantly improve 

performance by capturing more complex patterns. In 

Table (1), we show the depth of many CNN networks. 

Many research articles reported that these deeper 

networks provided better-quality accuracy and 

reliability in facial recognition tasks 
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 Efficient architectures: New efficient architectures 

such as MobileNet, ShuffleNet and EfficientNet have 

been developed to handle many problems in face 

recognition (Chi et al., 2023; Moutsis et al., 2023). 

These architectures can achieve a balanced accuracy 

and computational efficiency. Thus, it can facilitate 

the deployment of high-performance facial 

recognition systems on mobile devices. Efficient Net 

offers critical advantages over other networks since it 

can balance accuracy and efficiency using a multiple 

scaling method that can adjust the network’s width, 

depth and resolution while utilizing few parameters 

and less computational power 

 Attention mechanisms: Incorporating attention 

mechanisms into the design of CNNs can 

significantly enhance the implementation of facial 

recognition systems (Wang, 2022; Daihong et al., 

2021). A well-known module that can incorporate an 

attention mechanism is the squeeze and excitation 

network (SENet). SENet assists the network in 

concentrating on the highest applicable features by 

recalibrating channel-wise feature responses. 

Therefore, the network’s competence in distinguishing 

between refined facial features is better for improving 

recognition accuracy (Zhang et al., 2023) 

 

Further advancement in the abilities and applications 

of facial recognition technology utilizing CNNs continues 
to evolve Figs. (2-3). 

 

Table 1: Depth of various CNN architectures 

CNN architecture Depth References 

Inception 22 layers Anand et al. (2020) 
ResNet-50 50 layers Liu (2024) 
ResNet-101 101 layers Ling et al. (2019) 

ResNet-152 152 layers Xu and Cloutier (2022) 

 

 
 

Fig. 2: Overview of face recognition methods 

 
 
Fig. 3: Applications of face recognition systems 
 

Materials and Methods 

This study aimed to design an elegant and consistent 

CNN for face detection and recognition. This part 
explains the methodology for addressing the facial 

detection and recognition problem. 

What is Artificial Neural Networks? 

ANNs are inspired by the brain’s nervous systems 
(Hsu et al., 1995). They mimic the brain’s structure, with 
many neurons working together. Neurons receive inputs 
through dendrites and send outputs through axons to other 
neurons via synapses. A neuron activates when input 

signals surpass a certain threshold, similar to how the 
human brain functions (Fig. 4) (Mcculloch and Pitts, 1943). 

ANNs consist of a group of neurons to optimize input- 
to-output mathematical functions. These neurons are 
given a weight with a value that is modified while training 
to increase performance Fig. (8). 

The CNN input layer handles the input images and feeds 
them to the hidden layer (Nigrin, 1993; Leonard and 
Kramer, 1990; Jain et al., 1996). Several tuning parameters 
must be chosen before building a CNN. These involve the 
number of layers, the type of activation function, the filter 
size and the learning process or algorithm: 
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Preliminary of CNN 

CNN is a type of neural network known for its 
convolutional layers (Huang and Wu, 2017). Typically, 
CNNs include convolutional and pooling layers, arranged 

alternately in the network (Krizhevsky et al., 2017). 
CNNs reduce the number of connection weights through 
weight sharing, creating a simpler architecture as shown 
in Fig. (5). When processing images, CNNs can handle 
them directly without complex preprocessing steps. Using 
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weight sharing, pooling and local receptive fields, CNNs 
perform well in image transformation tasks like 
translation, rotation and scaling. 

Convolution Layer 

CNNs are superior to ANNs since the first layers pick  

out features that are then passed to a feedforward ANN at 
the end. Training a CNN takes a long time, but using data 

pre-processing can speed it up. The convolutional layer 

generates small-size images that retain many features of 

the input face (De Bruijn et al., 2019). CNN uses several 

filter sizes to abstract essential features, like blurring 

enhancement, edge detection and sharpening of objects 

(Aghdam and Heravi, 2017). The implementation of an 

image convolution for an image that has dimensions  

NM utilizing a filter that has a size of lk, Equation 2 

determines the output feature map size. We define the 

output width Wout and height Hout. The following 

equations provide these definitions: 
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The symbols provided in the above equations are 

presented in Table (2): 
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Fig. 4: A biological neuron (Mcculloch and Pitts, 1943) 
 

 
 
Fig. 5: An overview of a CNN model 

Table 2: Definitions of Symbols  

Symbol Description 

Pw Padding for width 

Ph Padding for height 
Sw Strides for width 
Sh Strides for height 
q Layer number 
bj Bias 
Ij Set of input maps 
γ(·) Activation function 
 

 
 
Fig. 6: An example of a max pooling operation 
 
Polling Layer 

The pooling layer is an essential component of the 
CNN structure. It helps aggregate information between 
various neurons, thus reducing the complexity of the 
extracted features transferred to the next layers using 
mathematical formulas like max or average pooling as 
show in Fig. (6). 

These methods help reduce the number of parameters 
in successive layers. Therefore, the pooling layer helps 
reduce the CNN model’s complexity and softens the 

effect of overfitting by preventing the network from 
learning too many details in the training data. 

Recited Linear Unit 

The adopted activation function is the Rectified Linear 

Unit that helps add nonlinearity to the inputs, enhancing the 
learning process. Common activation functions used in the 
literature include the logistic, tanh, sigmoid and hyperbolic 
tangent functions. We used the ReLU activation function. 
ReLU, short for Rectified Linear Unit, returns the input 
value if it is positive and zero if it is negative. ReLU can 
achieve faster convergence while training the model 
(Bhurtel et al., 2019). In (Krizhevsky et al., 2017), the 
authors used the ReLU instead of the tanh function. 
Figure (7), shows the ReLU function and Eq. (4) provides 
its mathematical expression: 
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Fig. 7: ReLU: Rectified linear unit 

 

SoftMax Unit 

SoftMax is one more activation function frequently 

used for neurons in the output layer of totally connected 

networks. It can be described as follows. Table (3) 

describes the softmax function parameters: 
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Fully-Connected Layer  

Fully connected layers are extensively employed in 

various tasks, including image recognition and 

classification, regression and natural language 

processing. These layers give substantial flexibility and 

can learn intricate patterns within the data. However, this 

flexibility comes at the cost of requiring large amounts 

of data and computational resources for effective 

training (Fig. 8 (Bre et al., 2018)). 

Evaluation Criteria 

We calculated recall, accuracy, precision and F1-score. 

These metrics are standard in classification tasks and are 

defined as follows: 
 

TP TN
Accuracy

TP TN FP FN
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F
Precision+ Recall


  (9) 

 
where, FP, TP, FN and TN represent false positives, true 
Positives, false negatives and true negatives, respectively. 

Proposed CNN-Based Methods 

Figure (9) shows the methodology used in this study. 

It involves designing a CNN model to recognize faces. 

First, images are collected using a traditional method, like 

manual capture by a photographer. 

 
Table 3: SoftMax function parameters 

Parameter Description 

N Numbers of Classes 
X Input vector 
σ(xi) Probability of class i  

Pi  Output probabilities, pi ∈ [0, 1] 

∑ pi ∑ pi = 1𝑁
𝑖=1  

 

 
 
Fig. 8: Fully connected Ann architecture (Bre et al., 2018) 
 

 
 
Fig. 9: Proposed CNN-based-detection method (Endri et al., 2020) 
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Fig. 10: Samples images from the FEI face database (De 

Oliveira Junior and Thomas, 2006) 

 

Dataset 

The data set adopted in this research is called the FEI 

face database (De Oliveira Junior and Thomaz, 2006). It 

is a Brazilian facial image dataset collected at the AI 

Laboratory of FEI in São Bernardo do Campo, São 

Paulo, Brazil. The images were taken between June 2005 

and March 2006. The database includes 14 images for 
each of the 200 individuals, totaling 2800. A 

homogeneous white background was utilized to capture 

the photos in color. The images feature individuals in an 

upright frontal position with profile rotations of up to 

approximately 180°C. The scale of the images may vary 

by about 10%, with each original image sized at 

640×480 pixels. The dataset mainly contains photos of 

students and staff at FEI, aged between 19 and 40 years. 

The data set includes images of 100 males and 100 

females. A sample of the FEI database of faces utilized 

in this experiment is shown in Fig. (10). 

Critical Analysis 

When implementing research in facial recognition 

technology, it is critical to report several ethical issues, 

such as privacy issues and potential biases. These ethical 

thoughts should guide our steps in the research process 

and confirm that we are always mindful of the impact of 

our work. 

The utilization of facial images advances significant 

privacy concerns. It is central to guarantee that all 

individuals presented in the dataset agree that their images 

can be used in research, including the purposes for which 

the photos will be utilized and any possible sharing with 

third parties or publication of results. Even when 

permission is granted, extra steps should be considered to 

anonymize the data to protect the individuals’ identities. 

This may include eliminating or confusing any personal 

information not necessary for the research.  

Protecting the dataset from illegal use and breaches is 

dominant since facial images include sensitive private 

data and their exposure could cause identity stealing. 

Ethical concerns related to the misuse of facial 

recognition technology can occur in many applications, 

such as surveillance and law enforcement, which can 

violate privacy and civil liberties without adequate 

oversight and accountability. Researchers should study 

the broader social allegations of their research. It was 

mentioned in De Oliveira Junior and Thomaz (2006) that 

the FEI face database is mostly available for research and 

that researchers are granted permission to use it. 

Results and Discussion 

The dataset encompasses twenty faces, with fourteen 

images for each face. The full dataset was used to create 

the training and testing datasets, with a split of 90% for 

training and 10% for testing. Figure (11), shows that the 

intended CNN architecture comprises 16 layers. The 

proposed CNN’s structure and layer descriptions are 

shown in Fig. (12). Where Fig. (13) displays the results of 

the facial recognition experiment. The advanced CNN 

model obtained a training dataset accuracy of 97.73%, 

demonstrating its ability to identify 97.73% of the 

samples correctly. On the testing dataset, the accuracy 

slightly decreases to 83.33%. Figure (17), shows how 

accuracy and loss change during training. The CNN 

model achieved a high recognition converges 

performance of 97%. The implementation of a 

classification model is rated using a confusion matrix, 

which provides a comprehensive view of the model’s 

effectiveness Fig. (14). It helps assess the model’s 

accuracy, precision, recall and overall performance. 

 

 
 
Fig. 11: Proposed CNN model 



Abdel Karim Mohamed Baareh / Journal of Computer Science 2024, 20 (11): 1559.1568 

DOI: 10.3844/jcssp.2024.1559.1568 

 

1565 

 
 
Fig. 12: Description of the CNN layers 
 

 
 
Fig. 13: Performance matrices comparison 

 

 
 
Fig. 14: Confusion matrix 

 

The main characteristics of a confusion matrix include: 
 

 True Positives (TP): The cases where the defined 

model properly predicts the positive class 

 True Negatives (TN): The cases where the defined 

model properly predicts the negative class 

 False Positives (FP): The cases where the defined model 

improperly predicts the positive class (Type I error) 

 False Negatives (FN): The cases where the 

defined model improperly predicts the negative 

class (Type II error) 
 

The confusion matrices developed are shown in 

Figs. (15-16). 
 

 
 
Fig. 15: Training case: Confusion matrix 
 

 
 
Fig. 16: testing case: Confusion matrix 
 

 
 
Fig. 17: Accuracy and loss of the developed CNN model 
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Future Research Directions 

Facial recognition technology has evolved 

considerably, from simple image processing methods to 

complex deep learning models. These systems have been 

extended to cover various applications, such as security, 

authentication, healthcare, retail, education and smart 

homes. The field of research has started with conventional 

or traditional methods such as Principal Component 

Analysis (PCA) and Linear Discriminant Analysis (LDA) 

Zhao et al. (2002); Shailaja and Patil (2014) to cutting-edge 

deep learning methods, including CNNs, GANs and 

transformers Guo and Zhang (2019); Moutsis et al. (2023). 
These advancements resulted in better accuracy, reliability 

and easy deployment of the facial recognition models. 

Future innovations could include integrating facial 

recognition into augmented reality (AR) and virtual 

reality (VR) systems. Thus, we could explore the extra 

domains of applications and augmented user experiences. 

The applicability of these types of systems to real-time 

applications will lead to the design of facial recognition 

systems that are more reasonable for large-scale 

applications. Many challenges are still involved in the 

design of such systems, such as data security, encryption 
and secure storage for data protection. Although facial 

recognition technology presents significant potential 

advantages in various applications, future research will 

explore legal, ethical and technical challenges. 

Conclusion 

This research presented a novel method by developing 

a lightweight CNN architecture exclusively designed for 

facial recognition. With its 16 layers, our proposed CNN 

was trained on a dataset of 280 images representing 20 

faces with varying orientations. The model’s performance 

was extraordinary, attaining a training accuracy of 97.73% 

and a testing accuracy of 83.33%. Our results showed that 

the proposed CNN handles the facial recognition 

challenges extremely well, outperforming many existing 

methods in accuracy and efficiency. The proposed model 

is simple, applicable for mobile applications, and can be 

uploaded to low-computation devices. This reliable CNN 

architecture suggested the advantage of the proposed 

CNN model compared to complex models presented in 

the literature. 
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