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Abstract: A learning-based intrusion detection system automates the 

understanding and reporting of network traffic information. The systems 

using neural networks and machine learning have demonstrated good 

detection accuracy, but the accuracy is entirely reliant on the type and 

volume of data. Additionally, there are issues with its scalability, privacy, 

efficiency, and interpretability. With the innovative fed-deep CTRL (light 

GBM) method, this study focuses on creating a local-global federated 

architecture. On the federated learning framework, a novel method was 

developed using a mix of deep CTRL and Light GBM. Multiple clients in 

fed-deep CTRL handle the extraction of local attack data features that the 

server uses to train the detection to become more effective. The fed-deep 

CTRL was tested using the AWID dataset and its results were validated 

individually for each attack type. The overall accuracy for Amok was 

97.21%, ARP was 96.42%, the beacon was 98.31%, caffe latte was 97.81%, 

CTS was 100%, death was 98.92%, disasso was 97.99% and evil twin was 

98.46%. The overall accuracy of the model was observed to be 99.60%, the 

training overhead with 4 clients was 3.28 sec and the approach was shown 

to be highly interpretable, scalable, and secure. 

 

Keywords: Wireless Intrusion Detection System, Federated Learning, 

Wireless Local Area Network WLAN 802.11, Federated Deep Neural 

Networks with Controllable Rule Representations (Fed-Deep CTRL) 

 

Introduction 

Human progress in life is undergoing a full paradigm 

shift as a result of advancements in artificial intelligence, 

machine learning, and deep learning. Innovation is 

steadily moving in the direction of complete 

customization. Absolute privacy is required for complete 

personalization and corporations surely use these 

technological advancements to protect their network 

infrastructure. Because it directly affects strategic 

choices, the sort of information that flows into and out of 

an organization's network is crucial. As a result, each 

organization's directive is to monitor for data entering and 

departing the network. The intrusion detection system 

typically does this preparation for data verification. 

The way different devices communicate with one 

another has reportedly grown significantly. Despite the 

existence of IoT and other types of connection networks, 

the fundamental concept behind making the devices 

communicate with one another is through a wired or 

wireless network. Owing to the infrastructure's 

complexity, wired media is not always preferable and 

Wireless Fidelity (Wi-Fi) has taken over as the industry 

standard for communication. For enabling high-quality 

communication, Wi-Fi is essential. As a result of the open 

nature of the wireless communication medium and the 

fact that anybody may tune into the frequency, security 

breaches are, unfortunately, extremely prevalent in this 

type of network. A simple brute force attack can be used 

to acquire full access to the data being communicated. 

Traditional encryption techniques like Challenge 

Handshake Authentication Protocol (CHAP) and others 

are insufficient to protect user privacy in wireless 

networks. So, it is essential to have an intrusion detection 

system that can monitor, identify, and forecast the type of 

attack. Any intrusion detection system is built on this 
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principle and it has been asserted that utilizing machine 

learning or deep learning techniques, such intrusion 

detection offers great prediction accuracy (Cetin et al., 

2019). False alarms produced by wireless intrusion 

detection systems are one issue that needs to be addressed 

by researchers. A few models based on deep learning and 

machine learning are presented to reduce the false alarm 

rate. Support Vector Machine (SVM), Markov models, 

and deep neural networks, among other conventional 

machine learning techniques, could not manage false 

alarms and detect attacks like a human (Khan and 

Gumaei, 2019). Recently, a lot of deep learning studies 

have been put forth to create an effective intrusion 

detection system (Merity et al., 2017; Vinayakumar et al., 

2019). Although these intrusion detection systems are 

capable of classifying the attacks, they do have some 

drawbacks. The following are a few of the constraints that 

keep the study of intrusion detection systems lively: 

 

 The accuracy of learning-based models is strongly 

influenced by the kind and amount of training data, 

however, this does not guarantee data privacy 

 Most attack detection by learning-based models is 

merely a form of notification that is frequently 

handled by human intervention 

 The machine learning and deep learning models' 

durability and scalability are inexplicable 

(Aldweesh et al., 2020) 

 The training procedure for machine and deep learning 

algorithms must be carried out centrally, which not 

only consumes a lot of computational resources but 

also affects classification accuracy and the number of 

false alarms. Classification accuracy declines and 

false alarm rates rise as network size climbs 

(Bhattacharya et al., 2020) 

 

The main goal of this study is to provide a method that 

can be scaled, is interpretable, and produces few false 

positives. To overcome the issues with intrusion 

detection, we are proposing a method called fed-deep 

CTRL that uses federated learning (Tang et al., 2018; 

Agrawal et al., 2022). In this manner, the raw data from 

different devices stays on the client device; instead, the 

models are given, ensuring WLAN 802.11 customer 

privacy, and the attack outcomes are managed by the deep 

CTRL algorithm, which makes sure the neural network is 

governed by the rules. 

Thus, the major contributions of this study are as follows: 

 

 The first is to suggest a client-server architecture with 

federated learning for wireless intrusion detection, in 

which only network-wide sharing of privacy-

preserving data occurs for training purposes 

 Second, a deep CTRL method is suggested that can 

effectively handle both trained samples and 

adversarial samples, ensuring that it can manage both 

 Another significant contribution of this study is its 

scalability, which allows for the client-side addition 

of fresh attack categories and low-cost classifier 

updates to reflect these new categories of data 

 Deep CTRL, the fundamental classification 

algorithm, is capable of performing simultaneous rule 

and data learning. As the rules are under control, a 

higher degree of learning controllability is attained, 

preventing the need for retraining 

 

As a result, the suggested framework includes a novel 

learning methodology that combines the benefits of 

federated learning with deep CTRL. This methodology 

not only aids in the development of a WIDS with a 

greater level of accuracy, but it also resolves concerns 

with interpretability and scalability. Using samples from 

the Aegean Wireless Intrusion Dataset (AWID), the 

categorization's accuracy and the quantity of false 

alarms are evaluated. 

Wireless networks play a major part for everybody to 

remain associated with technological advancements. This 

innovation has developed conjointly picked up adequate 

notoriety. In any case, when it's talking about the security 

of wireless networks indeed a basic sniffing instrument 

can help somebody gain access to the entire network. 

There's the presence of progressed encryption plans and 

wireless intrusion detection systems. However cyber 

dangers are expanding colossally. This segment clarifies 

the essentials of wireless networks and wireless intrusion 

detection systems and the convenience of federated 

learning in anomaly locations. 

Wireless Networks WLAN-802.11 

Wi-Fi 802.11, often known as wireless LAN, uses the 

wireless medium as a communication medium. The 

majority of the communication takes place through the 

access points. Wi-Fi uses the Carrier Sense Multiple 

Access/Collision Avoidance (CSMA/CA) standard as its 

fundamental convention, however, there are other ways to 

use it. Base stations are allowed to speak with one another 

with or without shaking hands if the communication 

channel is clear. Continuous acknowledgment is given for 

each transmission made between stations. Since the 

beginning, there have been significant problems that have 

made it difficult for people to accept this technology 

because open security concerns exist. As technology 

developed, intrusion detection systems became more and 

more common to handle these security issues. Although 

wireless intrusion detection systems have advanced 

considerably, signature-based or anomaly-based location 

is still the fundamental method used to identify unusual 

patterns or attacks. Both methods make an effort to scan 
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the entire network for unauthorized access points, which 

can then be used to identify attacks. 

The wireless intrusion detection system is often installed 

with a large number of sensors that thoroughly screen the 

communication channel and communicate the data at a 

consistent rate. Servers within the context of the database 

and administration servers are in charge of monitoring the 

sensor data that has been collected. The database server 

maintains the log data, while the administration server 

uses the log data to work with the administrators to 

address any unpleasant events on the network. 

Our understanding from this implementation is that the 

management server's technique determines how well the 

wireless intrusion detection system can detect attacks. The 

management server uses anomaly-based detection as its 

primary methodology because signature-based attack 

identification is fully dependent on predetermined 

signatures and the system frequently lacks knowledge of 

how to respond to newer types of logs. 

To put it simply, anomaly-based detection looks for 

unusual behavior. When an unusual traffic pattern is seen 

in the network, it is considered an attack and is most often 

referred to as an anomaly. The most typical type of traffic 

is something that occurs regularly. A wireless intrusion 

detection system makes an effort to spot anomalous traffic 

patterns, which can assist in deleting unauthorized access 

points and intruders from the network. The 

machine/deep/reinforcement-based algorithms power the 

majority of recent anomaly detectors. To understand the 

problems associated with machine, deep, and 

reinforcement anomaly detectors, let's review some of the 

recent works using these approaches in the next section. 

Related Works in Machine/Deep/Reinforcement 

Learning for Anomaly Detection 

Hypothetically, a few machine learning-based 

approaches tried with the benchmark intrusion dataset like 

Network Service Laboratory-Knowledge Discovery 

Database (NSL-KDD), Defense Advanced Research 

Project Agency(DARPA), University of New South 

Wales (UNSW) and Aegean Wireless Intrusion Dataset 

(AWID) have given strategies that can progress the 

intrusion detection system exactness rate whereas keeping 

the false-negative rate to a least. The foremost utilized 

algorithms fall beneath distance or density-based and one 

of the common issues while managing with intrusion 

datasets is the most elevated number of unlabelled 

features. Feature building shapes a fundamental portion 

whereas building a proficient intrusion detection system 

and (Ambusaidi et al., 2016) feature selection based on 

support vector machine-made noteworthy decrease within 

the number of features both at the training and testing 

level. Kim and Cha's (2005), comparative work on 

support vector machines is suggested for identifying 

attacks using two different UNIX command sets. The 

whole observational research on the use of support vector 

machines in identifying attacks has given them an 

accuracy of around 87%. 

The use of deep learning to increase intrusion 

detection systems' accuracy rate is enormous (Dalal et al., 

2022). An 88% multiclassification precision rate for a 

multimodal location using deep autoencoders and LSTM 

(He et al., 2019) allows it to learn transitory data from an 

adjacent network relationship. The stacked autoencoder 

and deep neural network are used in Wang et al. (2018) to 

significantly improve intrusion detection. The self-

learning characteristics of Kolias et al. (2015) are used to 

handle risky samples that are thought to be problematic. 

By using a ladder deep learning network with a focused 

loss function, which may be able to handle the challenging 

data well, the idiosyncrasies are identified. The focus of 

(Ran et al., 2019) is similar; it focuses on self-learning the 

features that increased the classification accuracy for the 

four classes of attacks that are present in the AWID 

intrusion dataset. In managing intrusion detection data, 

random forest-based classification is frequently used. 

According to Daesung (Thing, 2017), client-based 

behaviors are used to identify assaults. This more 

effectively fulfills the function of an intrusion detection 

system. The findings from the aforementioned research 

offer us a rough notion of the training set's significance. 

When using a solid training set using machine learning 

and deep learning techniques, intrusion detection has 

produced results with good classification accuracy. The 

privacy of the training data is jeopardized by the storing 

and transfer of information because the processing must 

be done at the central server. Decentralized training is 

suggested to maintain this and some of the current 

decentralized learning strategies are reviewed. Federated 

learning to improve the click-through rate of the Gboard 

application is confirmed by Yang et al. (2018), with a 

progressed click-through rate of 33%. Federated learning 

is used to handle Firefox URL placement 

recommendations based on client interactions, as 

mentioned in Moon et al. (2017). Most of the time, users 

of browsers sort in and choose the suggestions made by 

the browser. By pooling this data, Firefox may employ 

suitable machine-learning-based algorithms to optimize 

search for users. Since bookmarks, histories, and search 

queries are completely private to the users, they are not 

included in this information gathering. By incorporating 

this data, the browser results for which federated learning 

is used can advance and the improvements will entirely be 

dependent on the data provided by the user. 

Training takes place at the user's workplace and the 

federated learning initiative comprises data from many 

clients gathered there. Using this method generates more 

data points and selecting the relevant one from the 

enormous collection is crucial. Hartmann et al. (2019); 
Caldas et al. (2018) illustrate methods that can be 
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modified to recognize the benchmark picture dataset since 

federated learning is advantageous because picture training 

typically entails a larger set of images. Caldas et al. (2018) 

use a more condensed benchmark dataset to determine the 

importance of data at the client point. This analysis of a 

subgroup of unique clients produced an accuracy that was 

25% more effective. It may be necessary as a result to 

carry out a comparison inside the AWID dataset under 

consideration. Coordination of the blockchain enables 

accountability of the integrated federated approach. 

Federated learning is described by Nguyen et al. (2019) 

as decentralizing data and reviewing pertinent materials 

while receiving incremental updates. The evaluation of 

the suggested method is put to the test using anomaly 

detection and the configuration suggested by Nguyen et al. 

(2019) may be used in various use cases. This study 

further demonstrated that the performance is not much 

impacted by the presentation of blockchain on federated 

learning. This thought should be carefully customized in 

recognizing the anomalies since the smaller benchmark 

dataset AWID could be an imbalanced dataset. 

According to the studies, processing the vast amount 

of network traffic data in a centralized server takes time. 

The procedure of moving data to the central server for 

processing and storage takes time and compromises 

security. Therefore, a decentralized training method that 

can do the training on the user's device is essential. As a 

result, we suggest a federated learning configuration for 

decentralized data training. The majority of machine and 

deep learning-based intrusion detection systems have 

strong classification accuracy, but they struggle when 

faced with emerging types of attacks. This is because the 

labeled data is utilized for training (Agrawal et al., 2022), 

necessitating the need for a system that can analyze the 

data in real-time without using static data. Here, 

decentralized training for the real-time data is attempted. 

The next part explains the general principle of 

decentralized learning. 

Federated Learning-Based Intrusion Detection System 

Federated learning breaks the concept of centralized 

training and model building. Collaborative model training 

performs distributed training at the user’s edge devices. 

The participating components in federated learning are 

the edge devices and central servers. Data collected at 

every node train and build the model at every node and 

the aggregation of it serves as a central model. Transfer 

level information from nodes to the central model is only 

the model parameters and not the raw data. This preserves 

the confidentiality of the messages generated at nodes. 

This methodology is used for intrusion detection to 

distinguish normal and attack patterns. 

Either vertical or horizontal federated learning can be 

used to distribute data to the clients. When the client group 

is similar but different clients employ different numbers 

of features, vertical federated learning can be used. 

Banking and e-commerce are two common industries in 

which vertical federated learning is used. Because the 

feature space for all the clients is comparable, vertical 

federated learning is not employed in attack detection, 

hence horizontal federated learning is typically used 

instead. The AWID dataset was used in this instance to 

train the classifier for identifying intrusions using WLAN 

802.11 statistics data. The feature space for this data is 

typically the same for all clients, however, the number of 

samples may vary slightly. Therefore, the federated 

learning utilized in this study is horizontal. 

Some of the papers that look at network intrusion 

detection systems using the idea of horizontal federated 

learning are (Seo et al., 2021; Al-Jarrah et al., 2023; Li et al., 

2020, Zhao et al., 2020, Preuveneers et al., 2018). Upon 

understanding the various works using machine learning and 

deep learning approaches, the accuracy results for 

classification were higher, however, they failed to address 

the problem of training overhead, scalability of the 

decentralized training model, and the classification 

happening considering the analysis of the traffic. So, the 

problem is thus formulated in section 3.1 based on these 

observations on conventional approaches. So, the 

proposed method considers achieving interpretability, 

scalability, and privacy in federated learning. The next 

section briefs the proposed methodology. 

Materials and Methods 

This part outlines the problem at hand, provides 

background information on the study's motivation and 

goals, and then moves on to the system formulation. 

Problem Formulation 

Consider a straightforward network with a client and a 

server. In this case, the client is a person who is receiving 

security-related services and the server is essentially the 

one who is providing those services. If the security service 

provider now chooses to offer an intrusion detection 

service on the network, this service can be produced by a 

model that can make choices based on traffic data and the 

behavior of the client. Therefore, each customer must 

supply information about their features and traffic for the 

service provider to construct a model. Privacy is 

jeopardized when this is transmitted via the network, 

though. Due to the training taking place on the server of 

the service provider in this case, only the security issue is 

raised. Therefore, to get around this, we can avoid privacy 

concerns if the training data isn't transferred to the central 

server and if training takes place at the client location. 

This is the primary reason for federated learning's 

adaption in this study. 
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Fig. 1: System architecture of the proposed system 

 

The second driving force behind this research is the 

belief that when a security service provider offers a 

service like attack detection, the trained model must have 

knowledge of the various categories of the attack and that 

the model shouldn't completely fail if a newer type of 

attack is discovered. Another crucial point is that 

manual help should be minimized to avoid the newest 

varieties of attacks. Deep CTRL is used in this study 

since the objective is to find a classification algorithm 

with strong interpretability. 

The creation of a robust, generalized, and scalable 

model is the third driving force for this research. The 

attack detection model should be able to accept and 

make judgments based on both attack growth and client 

growth because the number of attackers and the types of 

attacks that are generated daily are growing 

exponentially (Bonawitz et al., 2019). This means that a 

highly interpretable model can develop into a robust and 

scalable model. 

The objective is further refined to provide a novel 

learning-based WIDS for multi-class classification based on 

these reasons. The resulting WIDS model should be 

comprehensible, scalable, reliable, and secure for the training 

set of data. The design objectives are summarised as follows: 

 

 Data privacy: Every customer should be protected for 

privacy, along with their traffic data 

 Accuracy: The performance score measured in 

accuracy for detecting cyberattacks should be high 

 Interpretability: Every stage of prediction should be 

easy enough for humans to infer 

 Scalability: The model should be able to handle 

newer categories of attacks without modifying the 

defined architecture 

 

System Design and Implementation 

This section explains the system configuration and the 

overall architecture that is adopted for achieving 

decentralized training and attack classification. 

Client Configuration 

The attack classification model that is designed here 

adopts horizontal federated learning and the setup is 

notated c1, c2… cn where the total number of clients is n. 

Suppose a client c2 holds the data x2 which is denoted as 

y2, the client data x2  ℝnumber of samples × size of the feature space. 

This signifies that the clients in the horizontal federated 

learning setup share the same feature space. 

Data Security 

Another form of configuration that is adopted in this 

methodology is to ensure data privacy the actual data is 

masked. This masking is carried out with the introduction 

of noise and this is carried out on 𝑥𝑛  𝑎𝑛𝑑 𝑦𝑛. For the actual 

data, random samples are generated using the Jacobian-

based saliency map attack (M) and M is the 

hyperparameter for noise quantification. For the label yn 

random data masking is carried out.  

Workflow Model 

The design of fed-deep CTRL includes four major steps 

and the overall flow is explained in this section. Figure 1 

shows the system architecture of the proposed system. 

Client Selection 

To prevent getting the same type of data from two 

distinct clients, this procedure is the initial stage in the 

federated learning process. The reason for performing this 

step is that data redundancy directly impacts training 

effectiveness (Wang et al., 2022). The client selection 

strategy takes a greedy approach, in which a preliminary 

survey is carried out for each client to determine the types 

of attacks and the quantity of data that each client has 

(Tuor et al., 2020). The main goal is to choose customers 

with sample sizes significantly lower than the training 

complexity value, yet even with lesser sample sizes, it 

should still be able to cover all the categories. In order for 

each client to be included in the fed-deep CTRL, the data 

distribution must contain samples that are both inclusive 

of all category samples and less difficult than the training 

complexity parameter. Algorithm 1 illustrates the 

algorithmic process used for client selection. 
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Table 1: Notations summary 

Notation  Description 

n Number of participating clients 

𝐶𝑖 The ith participating client 

𝑥𝑖 Feature data 

𝑦𝑖 Labelled data 

∈ Privacy data 

 

Algorithm 1: Client selection procedure 

Input: All the clients {𝐶1,  𝐶2, ⋯ 𝐶𝑛} and the data 

distribution expected / the number of data samples of a 

particular attack class belonging to the selected client is 

𝐷𝑖 = [𝐷1
𝑖 ,  𝐷2

𝑖 , ⋯ 𝐷𝑛
𝑖 ] 

Output: Set of all selected clients 

𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑←{ 𝑆1,  𝑆2 … … … … … . . 𝑆𝑘} 

Parameter: Training Complexity 𝑇𝑡 

Initialization 

 𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑←𝐶𝑖
0 

 𝑖0 ←𝑎𝑟𝑔𝑚𝑖𝑛[1, 𝐷]𝑖 ∈ [1, 𝐷]𝑣𝑎𝑟(𝐷𝑖) 

 𝐶𝑎𝑙𝑙 ←  {𝐶1, 𝐶2, ⋯ 𝐶𝑛}𝐶𝑖
0 

 𝐷 ← 𝐷𝑖
0  

Procedure  

 do 

o minvar ← 0 

o for every client 𝐶𝑖 in 𝐶𝑎𝑙𝑙   

 do 

 temp ← D + 𝐷𝑖 

 if var(temp) < minvar ^ 

sum(temp)≤  𝑇𝑡 then 

 minvar←var(temp) 

 𝑖𝑚𝑖𝑛 ← 𝑖 
 end 

o end  

 if 𝑖𝑚𝑖𝑛  is none 

o break 

 end 

 /* parameter updation */ 

 D ← D + D𝑖𝑚𝑖𝑛 

 𝐶𝑎𝑙𝑙 ← C𝑖𝑚𝑖𝑛 

 𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑←𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 ∪ C𝑖𝑚𝑖𝑛 

 return 𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑  

 

Because the objective is to choose a client who has a 

balance between the number of samples and attack 

category and because it should be less than the training 

complexity, Algorithm 1 computes variance. In light of 

this, the variance problem is defined as stated in Eq. (1): 

 

𝑉𝑎𝑟(𝐷) = 𝑉𝑎𝑟[[𝐷1
𝑖 , 𝐷2

𝑖 , ⋯ 𝐷𝑛
𝑖 ] (1) 

 

The Algorithm 1 has been used to solve the variance 

problem using the greedy method. This algorithmic 

technique is carried out for every customer and the clients 

are selected in such a manner that minimizes the variance 

and minimizes the training complexity. The data 

distribution balance we aim for is achieved by solving 

variance as shown mathematically in Eq. (2): 

 

𝑉𝑎𝑟(𝐷) ==  
∑ (

𝑛

𝑖=1
𝐷𝑖−𝐷̅)𝑥2

𝐷
 (2) 

 

In this manner, the required clients that are essential 

for training are selected and they are encoded as encoders 

in the deep CTRL. The labeled data and rules make up the 

trained encoders as a result. There are two separate 

encoders for data and rules and the possibility exists to 

modify the rule strength without performing the 

retraining. The construction of deep CTRL, with the 

incorporation of the tree structure, depicts the prediction 

process as illustrated in Fig. 1. Humans can easily 

understand this prediction method for any adjustment. All 

client's deep CTRL-trained encoders are uploaded to the 

server. Table 1 explains the variables and functions used 

in the algorithm. 

Encoder Pickup Procedure 

There are numerous clients and the server has access to 

their data as a trained encoder, as was the case in Step 1. 

With the addition of fresh data, the server is now required 

to process the data with the aid of numerous clients. 

Consequently, encoders who will participate in the 

training and testing procedure must be chosen among 

those encoders that are available. Assume a DoS attack is 

the fresh data for which the forecast is being made and the 

attack categories are Denial of Service (DoS), User to 

Root (U2R), and Remote to user (R2L). When choosing 

an encoder, make sure that it covers every attack category, 

either by itself or in combination with other encoders. The 

encoders picked up should satisfy the below conditions: 

 

 ∀𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 𝑐𝑙𝑎𝑠𝑠 ∈ { 1,2,3 … … 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑛} the federated 

model 𝑓𝑖 includes all the classes in the class 

𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 𝑛  

 

For the selection of the best encoders, the procedure is 

mentioned in algorithm 2. The procedure iteratively 

selects the encoder that possesses all the attack classes and 

that is notated as the bestencoder. The parameters are 

continuously updated till all the encoders are covered. 

 

Algorithm 2: Best encoder selection strategy 

 Input: 𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑  { 𝑐1, 𝑐2,…………….𝑐𝑖  }encoders 

where the class set is 𝐷𝑖  

 Output: Picked up encoders 

𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑚𝑝𝑙𝑒𝑠  

 Parameters: Set of attack classes 

{1,2,3 … … … … . 𝐷} 

 Initialization variables 
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o 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑛𝑝𝑙𝑒𝑠  = null 

o 𝐶𝑙𝑎𝑠𝑠 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 = null 

o 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑙𝑒𝑓𝑡={ 𝑐1, 𝑐2,…………….𝑐𝑖  } 

 Procedure (encoder find) 

o do 

 for 𝑐𝑖 in 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑙𝑒𝑓𝑡  do 

 if |c ∩ 𝑐𝑖| > 0 then  

 𝐸𝑏𝑒𝑠𝑡 ← 𝑐𝑖 

 end 

 end for 

 end procedure 

 procedure (parameter update) 

 𝐶𝑙𝑎𝑠𝑠 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 =𝐶𝑙𝑎𝑠𝑠 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 ∪ 𝐶𝑙𝑎𝑠𝑠 𝑏𝑒𝑠𝑡  

 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑛𝑝𝑙𝑒𝑠=𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑛𝑝𝑙𝑒𝑠 ∪ 

𝐸𝑛𝑐𝑜𝑑𝑒𝑟 𝑏𝑒𝑠𝑡  

 Return 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑛𝑝𝑙𝑒𝑠 

 

Once the best encoder is selected using algorithm 2 

this selected encoder is sent from the server to the other 

participating clients for the data encoding process that will 

be performed by each of the clients. 

Client Data Encoding 

Now that the clients have the encoder they 

downloaded from the server, they try to encrypt it using 

their own data. Since there is no information loss when 

softmax is included in the encoding process, it joins a 

softmax probability. The number of data columns is 

decreased depending on the type of problem being 

evaluated, however, this reduction shouldn't have an 

impact on the function, hence softmax is utilized. As a 

result, each participating client generates both the label 

data and the encoding information. For the purpose of the 

training process, these details are provided back to the 

server. The data is homomorphically encrypted before 

being sent back to the server to ensure data privacy. 

Deployment 

The Deep CTRL classifier is combined with the 

chosen encoders on the server side, resulting in the 

generation of soft max probabilities first, followed by the 

deep CTRL classifier's final predictions. Anyone can 

comprehend how the predictions are made because the 

deep CTRL has been adjusted to behave in a manner 

resembling that of a tree. The training procedure of deep 

CTRL is shown in Algorithm 3. 

 

Algorithm 3: Deep CTRL training procedure  

Input: Training data of all participating clients { 

𝑐1, 𝑐2,…………….𝑐𝑖  }, Deep = {(𝑥𝑖,𝑦𝑖): i={1,2,…….C} in 

which x represents the private data and y denotes the label. 

Output: Trained Model = Encoder ∩ classifier 

Parameters: Training Complexity 𝑇𝑡, encoder 

complexity 𝐸𝑐 

 Call client selection procedure (Algorithm 1) 

 {𝐶1 , 𝐶2, …………𝐶𝑘 } ← 𝐶𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑←{𝐶1 , 𝐶2, 

…………𝐶𝑖, 𝑇𝑡} 

 for every i in 1,2…..k do 

o 𝐸𝑖= deep CTRL(𝑥𝑖,𝑦𝑖) 

o Initialize Rule encoder ∅𝑟  data encoder∅𝑑, 

decision block∅ , and distribution 𝑝(∝) 

o Check if convergence does 

 Obtain minibatch 𝐷𝑒𝑒𝑝𝑚𝑖𝑛𝑖 from 

Deep and from 𝑝(∝) 

 𝑍𝑟 = ∅𝑟(𝐷𝑒𝑒𝑝𝑚𝑖𝑛𝑖 ) 

 𝑍𝑑 = ∅𝑑(𝐷𝑒𝑒𝑝𝑚𝑖𝑛𝑖 ) 

 𝑍 = 𝛼𝑏  𝑍𝑟  ⊕ (1 − 𝛼𝑏𝑍𝑑) 

 Compute Loss and update 

gradients 

o end if 

o end for 

 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑛𝑝𝑙𝑒𝑠 = call Encoder Selection (Algorithm 

2) 

o for 1 ≤ i ≤ k do 

 homo encryption = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑎𝑛𝑝𝑙𝑒𝑠(𝑥𝑖) 

+ 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒𝑑 𝐿𝑎𝑝𝑙𝑎𝑐𝑖𝑎𝑛 (
2

∈
) 

o end for 

o end 

 

The rule and data encoder is trained using the latent 

representation, which is extracted from the labeled data 

and encoder. These combined taught representations 

show that Z is an amalgam of and, with the symbols for 

these two learned representations being and. Here, 

random is used to enhance learning and the model's ability 

to understand new types of input. Therefore, to make the 

model simpler to control and govern, modifications may 

cause it to behave differently. 

Experimentation and Evaluation 

This section presents the experimental evaluation of 

the proposed system as well as the robustness research 

that was conducted using the AWID dataset. 

Experimental Setup 

The AMD Ryzen 5900 CPU and 64 GB of memory are 

used for the experiment. The construction of client and 

server setups is done using the FL Sim simulation 

framework, while training is done using Federated 

Averaging (FedAvg) (Liu et al., 2020). 

Dataset 

Since the security of wireless networks is a key 

component of our discussion, a suitable dataset that 

accurately represents the real wireless network serves 
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as the main focus of our study (Anish, 2015). Since this 

data is gathered using a well-defined wireless setup that 

includes 10 terminals, including notepads, cell phones, 

and smart TVs, the AWID dataset (Wireless Datasets, 2022) 

is the most widely used wireless intrusion dataset. Internet 

surfing, leaking, and other methods are used to gather the 

common attack plans, and a specialized Kali-based Linux 

was used to generate attack activity. Due to the practical 

difficulties in organizing the enormous dataset, AWID 

creates a subsection with 155 features called AWID-

ATK-R. 1,765,000 records are included in here, of which 

1,62,358 are adversaries from 17 distinct classifications. 

Figures 3-4 shows the AWID-ATK-R preparation and test 

dataset's course conveyance plot. 

Baseline Model 

Federated Matched Averaging (FedMA) 

(BMcMahan et al., 2017) is the baseline model used in 

this study. In this model, different neurons are added to 

the baseline model's 72 similar neurons. The aggregation 

is more significant because permutation invariance is used 

for the neurons in this. 13 neurons make up the output 

layer. Three classifiers-extreme gradient boosting 

(XgBoost), Light Gradient Boosting Machine 

(LightGBM), and deep CTRL-are used to confirm the 

centralized training's outcomes. The optimal time to use 

deep CTRL is after the client data has been delivered to 

the server. Since the quality and amount of the data have 

a significant impact on the neural network's performance, 

empty values are initially replaced with 0, then scaling 

and normalization operations are carried out. The total, 

the squared sum, and the number of samples are utilized 

in the client setting to calculate the average as well as the 

standard deviation. The neural network employs client 

batch sizes of 32, 64, 128, and 256 with a learning rate of 

0.01. There are between 1000 and 1500 epochs. Since the 

raw data is unaffected by noise or magnitude, it is utilized 

to evaluate the deep CTRL. 
 

 
 
Fig. 3: Class distribution plot of the training dataset 

 
 
Fig. 4: Class distribution plot of the test dataset 

 

Evaluation Metrics 

The number of correctly classified samples is obtained 

using accuracy. Accuracy is the most common 

performance indicator that identifies the built model's 

classification result. This value is obtained from the ratio 

of the correct data to the considered total data: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑝 + 𝑇𝑛

𝑇𝑝 + 𝑇𝑛 + 𝐹𝑃 + 𝐹𝑛
 (3) 

 

The attack detection performance is measured using 

the F1-score serves as one of the most important 

evaluation metrics that gives a direct indication if the 

value is high, true positive is also high and there is a 

diminishment of false: 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑝

2𝑇𝑝 + 𝐹𝑃 + 𝐹𝑛
 (4) 

 

Results 

By contrasting it with other models, the suggested 

method, fed-deep CRTL, is evaluated in terms of 

classification accuracy. As the overall objective of this 

study was to achieve high accuracy, interpretability, 

scalability, and privacy, its efficiency in terms of training 

complexity and training overhead is also significant. 

Baseline Model Comparison 

The length of the dataset is the training complexity and to 

show the client and server model variation if at the client XG 

Boost is used and the server is deep CTRL then X + D is 

used. Table 2 shows the F1-scores various models. 

Understanding how well the model detects threats is 

essential to determining how many false alarms are 

produced by the system. Table 2, the effectiveness of 

attack-wise detection is assessed using F1-scores. As can 

be seen, the FedMA reported a greater missing rate and 

comparable results are obtained with other federated 

averaging methods as well.
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Table 2: F1-scores for the attacks in the test set for fed MA, XgBoost, light GBM, and fed-deep CRTL 

WIDS model Amok % ARP % Beacon % Caffe latte % Chop chop % CTS % Deauth % Disasso % Evil twin % 

FedMA 3 layer 92.13 91.21 95.42 93.21 92.18 90.100 90.20 92.31 94.21 

FedMA 7 layer 93.41 95.21 94.31 92.12 92.46 90.310 93.21 92.41 90.10 

XGBoost 94.11 94.03 93.96 90.12 95.32 94.690 94.32 94.21 94.32 

LightGBM 95.21 94.96 94.21 94.22 95.01 95.360 95.56 95.42 94.32 

Fed Deep CTRL 97.21 96.42 98.31 96.57 97.81 1.000 98.92 97.99 98.46 
 
Table 3: Accuracy scores of different federated and non-

federated learning models 

WIDS model Architecture  AWID dataset % 

Semi boosted nested Ensembled 95.26 

Mananayaka and 

Chung (2023)   

DRL + RSFNN Deep belief 95.40 

Reyes et al. (2020)   

RL Lopez-Martin et al. Reinforcement 95.72 

(2021)   

AFS-RF Wang et al. ANN, DT,  99.39 

(2020) RF, SVM  

FedMA 3-layer 65.27 

 5-layer 68.17 

 7-layer 72.13 

Fed-deep XG + XG 89.90 

CTRL (proposed) LG + LG 99.60 

 XG + LG 92.31 

 LG + XG 95.61 
 
Table 4: Training overhead values for 3, 5- and 7-layer FEDMA is 

compared with fed-deep CTRL 

WIDS Model 3-layer  5-layer 7-layer Fed-deep CTRL 

One client 16.75s 32.47s 56.82s 0.82s 
Multiple client (4) 67s 129.88s 227.28s 3.28s 

Server 120.23s 240.46s 480.92s 330.22s 

Simulation time 820.27s 1640.54s 3281.08s 453.27s 
 

The detection performance of fed-deep CTRL is higher 
than that of the other baseline models. The CTS attack, 
which is not present in the AWID-ATK-train, may be 
identified with 100% accuracy as a de-authentication 

attack, in Table 3. As a result, the suggested fed-deep 
CTRL can handle hostile samples and produce alerts for an 
assault. This in turn effectively reduces the number of false 
alarms. Classification accuracy scores for different models 
are reported in Table 3. As obtained from the table, the fed-
deep CTRL exhibits a higher accuracy value compared to 

all other models. This was tested with different partitions 
with homogenous and heterogenous data and achieved 
good accuracy, thus showing scalability. 

The fed-deep CTRL with Light GBM classifier 

produces improved accuracy that is simple to understand 

and the training complexity is also decreased, as can be seen 

from Table 3. Fed-deep CTRL is chosen as the foundation 

model. The training overhead is also been observed for the 

proposed fed-deep CTRL in terms of single, and multiple 

clients, and servers and is tabulated in Table 3. 

With CPU used for training, the overhead for fed-deep 

CTRL is very low at the client because the client encoders 

are very small and the hyperparameter updation in fed-

deep CTRL is less, making it lightweight as well. 

Discussion 

The experimentation revealed that the proposed 

FedDeepCtrl classifier results especially about the server 

are sensitive to the hyperparameters. Tuning the 

hyperparameters had an influence on the performance of 

the server classifier. In this study, the hyperparameters are 

tuned manually which consumes a lot of time thus auto 

hyperparameter tuning would be a great option and this is 

left as a future work.  

Though this study can achieve generalizability, 

scalability, and privacy, when the attack category class is 

higher this system consumes heavy cost. This is because 

the time consumption is linear in the number of attack 

classes. So, the only way to bring down the cost is to make 

the attack classes to a minimum. The cost consumption 

can be made much less by grouping similar attack classes 

in a single group manually.  

Conclusion 

Privacy protection is essential for intrusion detection. 

To maintain this anonymity, a novel fed-deep CTRL setup 

that combines federated learning with a modified deep 

CTRL and incorporates a tree-like structure using the light 

GBM is used. If the training takes place in a centralized 

location, the federated learning model simply behaves the 

same in terms of accuracy. These simulation results 

appear to be more accurate since this is localized training, 

which makes it easier to detect invasive behaviors locally. 

The suggested fed-deep CTRL has superior scalability, 

interpretability, and efficiency to the conventional 

federated learning algorithms as a result of considerable 

experimentation. Though it promises privacy, the privacy 

can still be enhanced by incorporating a client-side 

homomorphic encryption technique and this is left to be 

pursued as a future work. 
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