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Abstract: This study focuses on the detection of wearing mask errors after 

machine learning by a Multi-Layer Perceptron Mixer (MLP Mixer) applied 

to protect masks from COVID-19. To combat the spread of the COVID-19 

pandemic, facemasks have become an essential accessory, so it's necessary 

to identify individuals who follow this health protection. In this case, the 

most successful face-detection method Viola-Jones was used combining 

different techniques, each in one step. To make decisions, image 

classification aims to detect the presence of masks in images using 

mathematical methods. The classy design involves partitioning the parameter 

space based on representative attributes for each class. For this purpose, we 

used MLP mixer which is a convolutional neural network, also known as 

CNNs or ConvNets, they constitute deep learning because it is much better 

at detecting similarities than by an integrated image-to-image comparison. 

The classification ratio is satisfactory to achieve maximum accuracy in 

detecting. However, the learning time for network convergence is prolonged 

due to changes in parameters. 

 

Keywords: Classification, Deep Learning, COVID-19, Face Mask, Machine 

Learning, MLP Mixer 

 

Introduction  

The current health crisis has made it obligatory to wear 

a hygiene mask in public places (Pentland et al., 1994). 

They seem to be a requirement rather than a choice. 

Detection using statistical methods or machine 

learning methods was a popular subject for many works 

(Shalev-Shwartz and Ben-David, 2014). 

The Multi-Layer Perceptron (MLP) is suggested in 

this study for its performance in classification (Zinkevich, 

2017) and machine learning (Bishop and Nasrabadi, 

2006), which can be applied to mask face classification 

(Mohri et al., 2018). MLP-based image classification was 

used in various domains. 

In this instance, there are certain elements that need to 

be taken into consideration for mask-wearing mistakes 

(Fig. 1) (ARS, 2017): 
 

 Wear it under your nose 

 Leave the mount exposed 

 Wear it loose 

 Cover only the tip of the nose 

 Put it under the chin 

 Touch it once positioned 

 

 

Fig. 1: Type of mask-wearing 

 

Mask Detection 

Face Detection 

Before the mask detection phase, face detection in the 

image is a crucial and essential process (Goldstein et al., 1971). 

OpenCV has a variety of classification methods for 

detecting faces in frontal poses, as well as profile faces, 

eye detection, body detection, and more. 

Out of the many detection methods available, we 

chose the Viola and Jones method, which is a predefined 

function that is available in the OpenCV library. 

The Viola and Jones method is a method for detecting 

objects in a digital image; it is one of the very first 

methods capable of effectively detecting objects in an 

image in real-time. The device was originally created to 

detect faces, but it can also be used to detect other types 
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of objects such as cars or planes. One of the most well-

known and widely utilized methods is the Viola and Jones 

method, particularly for face and people detection. It is 

recognized as one of the most important methods for 

detecting objects (Cayla, 2020). 

Deep Face 

A system is designed to recognize the faces in an 

image or video (Abate et al., 2007). It uses deep learning 

methods to process large training sets (Huang et al., 

2012), with many recent successes in various fields such 

as vision (Taigman et al., 2014), specifically with faces 

by capturing facial appearance in an exact manner and 

then learning the RGB values of pixels.  

Mask Face  

Face masks are usually worn in three different ways, 

covering half of the face (chin to nose), worn from chin to 

mouth, or simply placed on the chin, this latter will also 

be annotated by a rectangle. 

To measure the degree of occlusion, we will divide the 

face into four major regions: The eyes, nose, mouth, and 

chin. We can conclude three types of occlusion degrees from 

the major regions we've mentioned above, which means only 

one or two regions are visible (i.e., chin nose), a medium 

occlusion (the three regions), or a significant occlusion 

(which includes all of the four regions). 

The model of masks can differ from person to person 

(Ge et al., 2017) which is why it is necessary to consider 

that while picking our dataset and creating our model, we 

usually distinguish three types of masks, the simple 

surgical mask that comes in most cases with a pure color, 

a complex mask that can contain graphics or logos and a 

hybrid one which is a combination of the two sorts of 

masks or one in all the aforesaid mask sort with eyes 

occluded by the glasses. 

Convolutional Neural Networks 

The CNN evaluates images fragment by fragment. The 

fragments it seeks are known as features (Zhang et al., 

2016). CNN is able to detect similarities better than by 

comparing an entire image to an image by finding 

approximate features that are roughly alike in two 

different images.  

The CNN model architecture involves multiple 

convolutions and pooling layers that are stacked one after 

the other. The use of pooling layers reduces the 

dimensions of the feature maps. This results in a decrease 

in the number of parameters to learn and the amount of 

computation performed in the network. 

The pooling layer summarises the features present 

in a region of the feature map generated by a 

convolution layer. So, further operations are performed 

on summarised features instead of precisely positioned 

features generated by the convolution layer. This 

makes the model more robust to variations in the 

position of the features in the input image 

(Venkateswarlu et al., 2020). 

Experiments 

To detect images, we must go through these steps 

(Fig. 2). 

Libraries Used  

There are several reasons for this overwhelming 

popularity (Statistics and Data, 2022) (Fig. 3): 

 

 Suitable for multiple platforms (Linux, Mac OS, and 

even Android and iOS)  

 Our focus will be on the Python API, which is available 

in Python, C++, Java, and Go (Brownlee, 2020) 

 The backend in C/C++ is responsible for a very short 

build time 

 Is able to support CPU, GPU, and distributed cluster 

computing 

 The documentation is extremely well stocked, with 

numerous examples and tutorials 

 Last but not least, the fact that the Framework comes 

from Google and that Google has announced that it 

has migrated almost all of its Deep Learning projects 

(King, 2009) to TensorFlow (TDS, 2017) is 

somewhat reassuring 

 

 
 

Fig. 2: Experimentation steps; (a) Face detected; (b) Blocks 

image; (c) MLP Mixer 

 

 
 
Fig. 3: Most popular machine learning libraries (GitHub) 
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Table 1: Example of pixel value in a block 

RGB Value 

1 1:0 2:0 3:0 

1 1:0 2:0 3:0 

2 1:32 2:32 3:64 

2 1:32 2:32 3:64 

2 1:32 2:32 3:64 

3 1:64 2:32 3:64 

3 1:64 2:32 3:64 

4 1:64 2:64 3:64 

5 1:96 2:64 3:128 

5 1:96 2:64 3:128 

 

Pre-Treatment 

We take photos of different sizes and divide each 

image into blocks of 1616 pixels. Each block contains 

the same pixels that have the same RGB value in the same 

class in Table 1 for each image. We begin learning each 

block with MLP because it's more efficient to learn each 

block by block than to learn an image. 

Data Base  

The database (Wang et al., 2022) is accessible to 

the public. 

Photos were taken from the beautiful woman's face 

mask (Getty Images, 2024). 

Materials and Methods 

The machine that performed these tests has a Mac OS, 

Processor 1,8 GHz Intel Core i5, 8 Go of RAM for Linux 

programming and Pentium 4, 2.80 GHz processor and 

256 MB of RAM for Windows programming. In this case, 

programming required the use of two essential tools. 

Creating graphical interfaces using simple techniques 

is made possible with C++ Builder 6 for Windows, which 

is a powerful, efficient, and fast development tool. 

Python under Linux is a tool that was created for scientific 

research that needed to solve optimization problems that 

were too challenging to code in a language like C. 

The parameter that can be manipulated for machine 

learning is shown in Fig. 4. 

TensorFlow is a machine learning tool that Google 

developed to make it simple to create ML models that 

can run in any environment. An interface can be used 

with both Python and C++. 

Python-written neural network components can be 

found in Keras, an open-source library. It will be 

executed end-to-end on TensorFlow (Fig. 5) and other 

free learning platforms. The library was created to be 

modular and user-friendly, making it easy to 

understand and assimilat its basic principles. 

 
 
Fig. 4: Machine learning parameters 

 

 
 
Fig. 5: Machine learning libraries used 

 

Results 

The results have been divided into three parts to 

give a comprehensive comparison of neural network 

learning, which includes the tests that will determine 

its effectiveness. 

By using Support Vector Machines (SVM) (Vapnik and 

Vapnik, 1998), we improved the results at the end. 

Case 1: Binary Detection 

Our initial approach was a binary classification that 

consists of detecting between wearing: 

 

1. Surgical bib  

2. Visor 

 

Variation of several parameters is necessary for neural 

networks to reach convergence. 

In order to calculate the learning time taken for each 

case, we first vary the number of neurons and hidden 

layers. Finally, by increasing the number of iterations 

(ITER), the neural networks manage to converge for 

learning rate (Tr) and Test rate (Te), without being faced 

with the problem of forgetting, that is to say, a single class 

learned. The following figure displays validated results. 

We started with a binary classification, which consists 

of detecting between wearing: 

 

1. Surgical bib  

2. Visor 
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For neural networks, several parameters need to be 

varied for network convergence. 

We start by varying the number of neurons and 

hidden layers to calculate the learning time taken for 

each case (Fig. 6). 

Finally, by increasing the number of iterations 

(ITER) (Fig. 7), the neural networks manage to converge 

for learning rate (Tr) and Test rate (Te), without being 

faced with the problem of forgetting, that is to say, a 

single class learned. 

The validated results are represented in the following 

figure (Fig. 8). Hence, the classification rate is 100%. 

 

 
 
Fig. 6: Time relative to the number of neurons in the hidden 

layer in case 1 
 

 
 

Fig. 7: Tr error and Te error in relation to the number of 

iterations in case 1 

 

 
 

Fig. 8: Validation of results in case 1 

 
 
Fig. 9: Time relative to the number of neurons in the hidden 

layer in case 2 
 

 
 
Fig. 10: Tr error and Te error in relation to the number of 

iterations in case 2 
 
Case 2: Multi Detection 

In this case, we are going to use four different types of 

mask-wearing classes: 

 

1. Leave the mount exposed 

2. Wear it loose 

3. Cover only the tip of the nose 

4. Touch it once positioned 
 

To ensure the convergence of neural networks, a 

variety of parameters must be adjusted. To find the best 

learning time (Fig. 9), these values are determined by the 

number of neurons and hidden layer. 

After several attempts, which took a lot of time, we 

managed to minimize the errors in the test examples (Fig. 10). 

Using the selected parameters, we verify the results and 

observe that the classification rate has not significantly 

changed (Fig. 11), but the learning time is lengthy and 

uncertain. So, the classification rate is 98,81%. 

Case 3: Multi Classification 

In this instance, we will divide our analysis into nine 

classes that wear masks: 
 
1. Good mask  

2. Visor 

3. No mask  

0

20

40

60

80

100

120

1 2 3 4 5 6 7 8 9 10

Hidden Neurons

Time (s)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Tr

Te

100% 100%

0%

20%

40%

60%

80%

100%

1 2

Well-classified

Misclassified

0

20

40

60

80

100

120

1 2 3 4 5 6

Hidden Neurons

Time (s)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

ITER 1 10 100 1000 5000

Tr

Te



Chahinez Mérièm Bentaouza / Journal of Computer Science 2024, 20 (7): 751.757 

DOI: 10.3844/jcssp.2024.751.757 

 

755 

4. Wear it under your nose 

5. Leave the mount exposed 

6. Wear it loose 

7. Cover only the tip of the nose 

8. Put it under the chin 

9. Touch it once positioned 
 

Variation of several parameters is necessary for the 
convergence of neural networks, as previously done. These 
values include both the number of neurons and the hidden 
layer (Fig. 12), as well as the number of iterations (Fig. 13). 

The error on the test examples was not minimized due 
to the time wasted in training and converging our network 
(Fig. 14). The classification rate is as follows 99,19%. 
 

 
 
Fig. 11: Validation of results in case 2 

 

 
 
Fig. 12: Time relative to the number of neurons in the hidden 

layer in case 3 
 

 
 
Fig. 13: Tr error and Te error in relation to the number of 

iterations in case 3 

 
 
Fig. 14: Validation of results in case 3 

 

 
 A b c d 
 

 
e 

 

Fig. 15: Experimentation steps; (a) Face detected; (b) Blocks 

image; (c) SVM; (d) Image compressed; (e) MLP Mixer 

 

Contribution of Support Vector Machines 

We employ SVM for image compression because the 

compressed image's training is too small and provides 

satisfactory results compared to previous cases. 

Each image is divided into blocks of 1616 pixels by 

taking pictures of various sizes (Fig. 15). The same pixels 

with the same RGB value are reassembled in the same 

class for each image in each block. Afterward, we begin 

to learn each block with the SVM-Light-Multi class 

(Bentaouza and Benyettou, 2018) because it's easier to 

learn by block than by image. 

The support vectors (Bentaouza and Benyettou, 2014) 

are used in image compression to represent the points in the 

image and the learning results are reflected in these vectors. 

As presented in support vector machines for 

classification (Bentaouza and Benyettou, 2010) the 

parameter selected for the polynomial function is the one that 

minimizes learning error and maximizes classification ratio, 

as described in support vector machines for classification 

(Fig. 16). The polynomial degree (d) value is 3 and the radial 

gamma value is 3 as well. The classification rate is 93,50%. 

The main point is the decrease in learning time, which 

is why when using compression; the time is less compared 

to the percentage of validation. 
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Fig. 16: Tr error, Te error, and time relate to SVM iterations 

 

Discussion 

So, we distinguish a big difference between the 

classification rate of SVMs and that neural network. We 

conclude this part with the following point.  

Neural networks are difficult to manage once we 

increase the number of classes and we observe a significant 

difference in the classification rate of SVMs compared to 

that neural network. The conclusion of this part is that 

managing neural networks becomes difficult if we increase 

the number of classes, not the number of examples. 

The experimental part's results are achieved by 

balancing multiple parameters. 

In reality, the SVM's behavior is only sensitive to the 

regulation value if the training data is not separated. 

Although the number of neurons in the hidden layer 

and the number of iterations can direct the neural 

network towards convergence (Table 2), it also has the 

following disadvantages: 

 

 The configuration needs to be established 

 Local minima 

 Random initialization 

 

By comparing the two methods, from the point of view 

of learning time and guarantee of convergence, we can say 

that the separators with wide margins intervened to 

minimize the learning time. 

Our experience was not consistent with the accuracy 

presented (Tomás et al., 2021) to the different databases 

used (Ramesh et al., 2021) and the way information was 

processed (Chen et al., 2022). 

 
Table 2: Comparing the parameters employed 

 Hidden  ITER Time  Te Tr Rate (%)  

Case1 40 5000 1,1 0,1185 0,1085 100 
Case2 20 1000 1 0,089 0,0002 98,81 
Case3 10 1000 0,6 0,2832 0,185 99,19 

SVM - 100 0,0001 0,0002 0,082 93,50 

Conclusion 

In recent years, bioinformatics has moved rapidly 

towards focusing on images, and imagery is frequently 

used to identify the location and size of an image to 

provide information. 

Therefore, it is advantageous to create practical, 

reliable, and precise tools for the classification of these 

images. The difficulties are partially due to the complexity 

of processing dimensional data with a limited database. 

Neural networks are one of the classification models 

that provide a more connectionist framework for learning 

theory and have been used to mark pattern recognition. 

This model's complexity is determined by the number 

of support vectors, as well as the addition of SVMs to 

reduce learning time. 

The main purpose of this article is to compare the 

performance of the different parameters of the neural 

network in classification. In particular, the requirement to 

be able to automatically select the model's parameters.  
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