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Abstract: The study explores use of deep learning models in person re-
identification, leveraging the advancements made in face recognition
however the abundance of model choices presents a challenge in selecting
the optimal architecture. The study proposes a comprehensive framework
for evaluating deep learning models on person re-identification tasks by
considering various performance metrics, dataset preprocessing methods,
model architectures, and evaluation techniques to enable a systematic
comparison of different approaches through empirical analyses on standard
person re-identification datasets. The proposed framework is worked-out in
uncovering the strengths and limitations of diverse deep learning strategies.
The primary objective is to utilize face recognition methodologies to
achieve accurate person re-identification.
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Introduction
Face recognition is a crucial component of many

applications, including surveillance, security systems,
and biometric authentication. The advent of deep
learning, improved accuracy and efficiency of face
recognition systems (Peng & Gopalakrishnan, 2019).
However, the plethora of deep learning models poses a
challenge in selecting the most appropriate model for a
given task. This paper addresses the challenge by
proposing a mathematical model for comparing deep
learning models on face recognition datasets. The
fundamental goal of face recognition is to automatically
identify or verify individuals based on their facial
characteristics. This introduction provides an overview
of face recognition techniques, their evolution,
challenges, and applications.

Face recognition techniques have evolved
substantially over the dec-ades, driven by advancements
in computer vision, ML and DL (Varanasi et al., 2022).
Early face recognition systems relied on handcrafted
features such as Eigenfaces, which represented faces as
vectors in a high-dimensional space (Jalalipour et al.,
2023). These techniques were limited by their reliance on
shallow representations and struggled with variations in
pose, illumination, and expression.

Advent of machine learning algorithms, particularly
Support Vector Machines (SVM) and Neural Networks,
face recognition systems began to leverage more

sophisticated feature representations (Zhang et al., 2021).
Local Binary Patterns (LBP) and Histogram of Oriented
Gradients (HOG) emerged as popular feature descriptors,
enabling better robustness to variations in facial
appearance.

Despite significant progress, face recognition still
faces several challenges:

Variability in Facial Appearance: Faces exhibit
significant variations due to factors such as pose,
illumination, expression, occlusion, and aging and
an effective face recognition system must overcome
these differences (Qi et al., 2019).
Privacy and Ethical Concerns: Ethical
considerations surrounding consent and data
protection are paramount (Liu et al., 2017a).
Bias and Fairness: Ensuring fairness and mitigating
biases such as ethnicity, race, gender is essential for
deploy-ing face recognition systems responsibly
(Wang & El Saddik, 2023).
Security Vulnerabilities: Face recognition systems
are susceptible to attacks such as spoofing and
crafted inputs designed to deceive the system.
Robustness against such attacks is critical (Li &
Chen, 2019).
Security and Surveillance: FR is widely used in
exploration systems, access control, and border
security for identifying individuals of interest (Ren
et al., 2017).
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Biometric Authentication: Face recognition serves
as a convenient and secure biometric modality for
user authentication in smartphones, ATMs, and
other devices (Wang et al., 2018).
Personalized Services: Face recognition enables
personalized services in retail, entertainment, and
advertising by tailoring experiences based on
customer profiles (Huai et al., 2020).
Law Enforcement: Asist law enforcement agencies
in developing forensic evidence (King et al., 2022).

Face recognition techniques have witnessed
remarkable advancements, fueled by the integration of
ML and DL algorithms. Despite challenges related to
variability, privacy, bias, and security, face recognition
continues to play a pivotal role in various applications,
offering both opportunities and ethical considerations in
its deployment. This introduction sets the stage for
exploring the technical aspects, methodologies, and
advancements in face recognition technology.

Deep learning has emerged as a powerful paradigm
within the field of artificial intelligence, enabling
computers to learn complex representations of data
through hierarchical layers of neural networks (Hou et
al., 2021).

The key architectures of DL Models include
Feedforward Neural Networks (FNN) (Zhao et al.,
2023), Convolutional Neural Networks (CNN) (Fu et al.,
2019), Recurrent Neural Networks (RNN) (Modak et al.,
2022), Long Short-Term Memory Networks (LSTM)
(Nair et al., 2023) and Generative Adversarial Networks
(GAN) (Fabarisov et al., 2023).

Deep Learning Models have found applications
across diverse domains, including Computer Vision,
Natural Language Processing (Liang et al., 2015),
Speech Recognition and Autonomous Vehicles (Yuan et
al., 2022).

Deep learning models have transformed the
landscape of artificial intelligence, offering powerful
tools for solving complex problems across various
domains. From image recognition and natural language
understanding to speech recognition and autonomous
systems (Swetha et al., 2022), deep learning continues to
drive innovation and reshape industries.

We anticipate a broad survey of human face
recognition via machine in the current research graft, as
well as a succinct study of related psychological reports.
There were two forms of face recognition tasks (Hayat et
al., 2014) considered, one from video and the other from
static images (Dai et al., 2022). We have categorized all
the techniques used and examined their benefits,
drawbacks, and characteristics. We also compiled a list
of current approaches, as well as the obstacles we face
(Suri et al., 2022). In real-time face recognition systems,
two major issues have been identified, posture and
illumination problems. We represent a review of our
survey's findings as well as conclusions.

Mechanical face recognition, image classification,
image pro-cessing, computer vision, and neural
networks are only a few ex-amples in an emerging
and influential research area. Face biometric
assisted ATM and control mechanisms, criminal
detection (Chen et al., 2023), and traffic
management systems, among other commer-cial
appliances, use it. While there are many powerful
biometric methods available, such as fingerprint
analysis and iris scans, face recognition has proven
to be a popular form of personal identifica-tion due
to its efficiency and convenience.
In the literature, there are various image intensities-
based face recognition approaches (Fang et al.,
2023). These strategies are extremely useful, but we
also have drawbacks. The ap-proach is chosen,
however, based on the specific requests of a
particular application.
In certain cases, videos are shot in an unchecked
environment. Due to which, the videos are of poor
quality, making it difficult to discern a face from a
collection of images. Since humans are often shy or
uninterested in recording, it can be difficult to
recognize faces and obtain high-quality images.
Face recognition structures (Bhatt et al., 2023)
based on multiple cues have shown excellent results
in a controlled environment.
Despite the numerous advanced face recognition
techniques available, accurate face recognition is
difficult to achieve. In a nutshell, the main problems
are lighting, posture, and recognition in an open
space. There are a number of approaches that can be
used to address these problems in face recognition
procedures. However, there are a few basic
problems that need to be addressed, such as judging
posture (Zhang & Bao, 2022), which is not difficult,
but estimating a person's precise pose is difficult.
Along with the above concerns, there are also
several other issues, such as identifying a face from
a photo taken several years ago.

Several approaches to face recognition have been
established, but current approaches are used on face data.
Video face recognition methods, which provide more
information to enhance the protection system, have
recently been implemented. In this research, a computer
vision system is used to detect, track, and identify faces.
To accomplish this goal, we first used a face detection
and tracking method based on Kalman filtering.
Following facial detection, extracted the input image's
combined features and saved the trained data. The
Bayesian learning technique is utilized for enhancing the
learning process. A learning model based on RCNN
(Lollett et al., 2023) is also utilized to classify the
detected faces using Joint Bayesian learning. The
proposed approach, Background Subtraction Faster
RCNN, incorporates these steps for video-based facial
recognition.
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Deepfakes often manipulate existing material by
replacing one person with another or create entirely new
content which is not actual.

Finally, a deep learning framework is introduced,
encompassing various features such as image
enhancement, development of a module for extracting
features, aims to produce meaningful features through
CNN training and testing.

Overall, designing a framework for face detection
based on deep learning is crucial for unlocking the full
potential of face detection technology and its
applications across various industries and domains.
Designing a framework for face detection based on deep
learning offers numerous advantages like accuracy,
robustness, flexibility, scalability, adaptability and
integration capabilities, making it a preferred choice for
various face detection applications.

Designing feature extraction architectures for
deepfake detection is essential for developing effective,
robust, and efficient detection systems capable of
identifying and mitigating the proliferation of deepfake
content across various digital platforms and applications.

Literature Review

Over the years, researchers have developed numerous
techniques and algorithms to address the challenges
inherent in face recognition, including variations in
expression, occlusion, aging etc. This related work
provides an overview of the state-of-the-art techniques in
face recognition, highlighting advancements, challenges,
and emerging trends.

Techniques such as transfer learning, that fine-tunes
models on definite face recognition datasets, have
facilitated the development of efficient models with
reduced training data requirements. Additionally,
attention mechanisms, recurrent neural networks
(RNNs), and transformer-based architectures have been
explored for temporal dependencies and capturing long-
range contextual information in face images.

Liang et al. (2022) explained that face recognition
from low-light exposures is complex due to the small
number of photos available and the unavoidable noise,
which is also spatially unevenly distributed, making the
task even more difficult. The principle of exposure,
which records various shots to achieve well-exposed
photographs under challenging conditions, is a natural
solution.

According to Zhou et al. (2020) in the field of
security, the image taken by an outside surveillance
camera, normally has distorted faces occluded in a
variety of poses and tiny which is influenced by external
factors such as camera pose and distance as well as
weather conditions and so on. It is an issue of hard face
recognition in natural photographs to put it that way.
They suggested a deep convolutional neural network to
solve the problem—two observations from contextual

semantic knowledge and the process of scale face
detection. Li et al. (2016) discussed face detection with
end-to-end integration of convnet. Tao et al. (2016)
explained CNN and SVM based robust face detection.
Pham et al. (2016) narrates real time performance driven
3D face tracking. Ranganatha & Gowramma (2016)
worked out fused algorithm for face tracking. Maleš et
al. (2019) discussed multi agent dynamic system using
expert systems. Ding & Tao (2015) discuss multi modal
deep face representation and face recognition by very
deep neural networks by Sun et al. (2015).

In their study, Vishwakarma & Dalal (2020)
introduced a new technique for handling face recognition
in varying illumination conditions caused by changes in
the angle of light projection. This technique applies
adaptive illumination normalization and dditionally, a
non-linear modifier is utilized to modify DCT
coefficients.

Face recognition techniques for FR have recently
been enhanced and to account for nonlinear changes
attributable to posture, a double sparse representation
model is utilized (Mokhayeri and Granger, 2020).

According to Yang et al. (2015), the MDML-DCPs
(Multi-Directional Multi-Level Dual-Cross Patterns)
scheme, used the first derivative of the Gaussian operator
to reduce the impact of illumination differences. Chen et
al. (2015) proposed PCANet to learn multistage filter
banks that demonstrated impressive performance in
various image classification tasks. However, it should be
noted that PCANet is data-dependent and lacks
flexibility. A reinforcement learning algorithm that
combines face detection and target tracking technology
for an improved facial and target detection accuracy.

Gao et al. (2015) proposed a supervised auto-
encoder, that supervises auto-encoder in extract features
and making face identification easier.

Ren et al. (2021) describe a four-phase process for
developing a multi-camera face-tracking system. The
first phase involves dividing the LAN into four layers.
The first three layers for face data acquisition and
transmission and the fourth layer is dedicated to
recognition and tracking. The YOLOv3 and WIDER
FACE datasets are used to collect facial data, specifically
targeting small faces and the CW clustering technique is
employed to cluster face data from the same camera.
Siam16, built on VGG16's Double Triplet Networks,
achieves multi-camera tracking. In another study by
Khan et al. (2017), the authors highlight the challenges
of automatic gender classification, particularly in
unconstrained situations where facial photo variations
are significant. In another study, it is highlighted the
importance of automatically determining gender and
facial expression in various applications.

In response to the problem that emerges when the
present level set approaches segment images with
intricate backgrounds or intensity inhomogeneity, Wu et
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al. (2017) suggested a method based on prior form. To
learn a previous shape that satisfied both global and local
deformations, the technique used a Deep Boltzmann
Machine.

Despite the significant progress in face recognition
techniques, several challenges persist. In addition to
primary challenges like pose, expression concerns related
to privacy, bias, fairness, and security have prompted
researchers to explore ethical considerations and
mitigation strategies. Future research directions include
investigating multi-modal approaches that integrate
additional biometric modalities such as iris recognition
and fingerprint recognition, as well as exploring
generative models for face synthesis and augmenta-tion.

In conclusion, face recognition techniques have
evolved from traditional handcrafted feature-based
methods to sophisticated deep learning approaches. The
advent of deep learning has significantly improved the
accuracy and robustness paving the way for applications
in varied domains.

Materials and Methods
This section deals with model design, face detection

and tracking, algorithm development in detail.

Model Designing
Designing a mathematical model for deep learning

involves defining the architecture, loss function,
optimization process, training procedure, evaluation
metrics, hyper parameter tuning, cross-validation, model
selection, interpretability, and deployment strategies. By
systematically designing and evaluating deep learning
models, we can build robust and efficient models for
various applications like person re-identification shown
in Fig. 1.

Fig. 1: Structured Framework for Person Re-Identification
using face detection

Face Detection and Tracking
In the Bayes filtering, A state transition model that

describes the state transition from the previous state is
needed for prediction xt-1to the current state xt and
Measurement and model to update the measurement.

Mathematical relationship between the current state xt
and current measurement zt. Transition model and the
Measurement model for the Linear model (Julier &
Uhlmann, 1997) which can be written as:

where,  and  are Gaussian noises: 
and  and A, B and C are matrices.

The state transition probability  and the
measurement probability  can be computed
respectively:

Then the predicted posterior  can be
calculated as

Algorithm 1 illustrates the entire Linear model.

Algorithm 1. Linear model

Initialization

For :
1. Prediction:

2. Measurement update

In certain situations, however, this is not the case.
The Extended Linear model is a nonlinear version that
we introduce in this section. The following are the
definitions of the nonlinear transition probability model
and measurement model:

where  and  are nonlinear functions.

The extended Linear model key concept is to use first
order Taylor expansion to linearize nonlinear functions:
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Where  and 

 denote the first order of derivatives,
algorithm 2 presents the process of Extended Linear
algorithm.

Algorithm 2. Extended Linear model

Initialization: 

For 
1. Prediction:

2. Measurement:

The Extended Linear model employs the first-order
Taylor expansion to linearize nonlinear functions, but
this approach may result in significant estimation errors
when dealing with highly nonlinear systems. To
overcome this limitation, introduced the Unscented Filter
(Shankaranarayanan et al., 2016) by incorporating the
unscented transform into the filter scheme. Unlike the
Taylor series, the unscented transform can linearize
nonlinear functions up to the second order, thereby
enabling the Unscented Filter to generate more accurate
outcomes than the first-order Extended Linear model.
This section introduces the unscented transform and
subsequently presents the derivation of the Unscented
Filter algorithm.

For a nonlinear model  where x is a L
dimensional variable and meets , a set of
2L + 1. The following rule is used to choose weighted
sigma points algorithmically:

Where ,  and k are scaling
parameters that specify the distribution of sigma points
from the mean . These sigma points  after the
nonlinear machine function  propagates:

The mean , covariance  and cross-covariance
 of the variable  are extracted from the output sigma

points  as follows:

Finally, the Unscented Filter is calculated on the state
transformation using the unscented transform function .

Algorithm 3. Unscented Filter

Initialization:

at 
1. Create sigma points for prediction:

2. Prediction:

3. Create sigma points for measurement update:

4. Measurement update equations:

Color space models for display and computer
graphics, such as RBG and HSV, have been widely used
in a range of online and offline applications. YCbCr
colour spaces are commonly used in video coding and
storage, and they may also be utilised to extract
information about skin colour. However, for high-
complexity and occlusion situations, these techniques
fall short. As a result, we provide a face identification
and tracking approach. This pattern is used for video
clips. The prediction can be expressed as using the
Kalman filter:

Where X(k) denotes the state vector, Z(k) is the
observation vector at the time t(k). Similarly, A(k-1) is
the state transition observation given as H(k).

Person Re-identification using Face Recognition Model:
Deep Learning

The input picture component representation and
posture fluctuations must be extensively investigated and
to develop a stable model this manuscript proposes a
path based approach to extract information using average
pooling.

For an eight-pixel neighborhood, the operator is
applied by comparing the intensity of the center pixel
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with the intensity of its eight neighbors. If a pixel's value
is greater than or equal to that of the central point in an
8-bit neighborhood, "1" is applied to the current row that
represents the neighborhood texture in relation to the
central point. Otherwise "0" is applied to the
corresponding bit. Instead of eight neighborhoods, the
LBP operator can be expanded to any number of them.
The LBP binary code is obtained by adding these
weighted bits together as:

All codes produced by rotating a particular code are
mapped to a specific reference code in this way. This
mapping is seen as:

function ROR (x, i) is described as:

The appearance of homogeneous patterns is achieved
by the use of image histograms.

The option of a non-linear activation function causes
the non-linearity. An FFN's aim is to approximate a
nonlinear function g. A feed-forward network (FFN)
describes a mapping y=h(x; W) and learns the value of
the parameters W called weights, as a result of which the
best function approximation is obtained.

Consider the simple network, which is given an input
vector x=(x1,x2)T, the input units activations are set to:

The hidden units are given by formula:

The output units are given as:

In vector notation, we can rewrite the equations. The
activation function f has to be a vector function that is
applied element-by-element to vector member.

Equations 23 and 24 are:

Denote W1 a matrix of weights of the layer 1 to the
layer 2, W3 a matrix of weights of the layer 2 to the layer
3 and x a vector of input features:

Finally, in the compact form:

The pooling function replaces rectangular input areas
with their summaries. It's a kind of non-linear down
sampling technique. Let be a real
matrix that represents a feature map area and is passed
through a pooling function. The widely used pooling
techniques are as follows:

Max pooling, which takes the maximum value of the
input region and substitutes it:

Average pooling and weighted average pooling
calculated an average or a weighted amount based on the
distance from the area's center to aggregate the input
field:

L2 process of pooling calculates the L2 the norm of
the vector formed by "unfolding" the input area:

The performance of the layer until it is normalized by
the batch normalization layer. Let  be a batch of
inputs, then:

Algorithm 4. Computation of output y of the batch
normalization error

False positive bounding boxes for identification can
be caused by the dynamic and constantly changing
context. As a result, context removal is a promising task
for improving detection accuracy. We can use any video
or still image to complete this mission. Let's assume that
the video-frame is represented as one-column vector,
denoted  where . The video frames
described below are as follows: as
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Since these frames were taken from the same film,
they are linked together. The sum of the two common
components can be seen as the interpretation of each
frame (background and foreground) components as well
as:

 denotes as background part and  shown as the
foreground element. Let  is an orthonormal
basis matrix that is used to represent the input image in
dense form, and the coefficients  of the
given input alert  as:

 a similar context is present in the picture, the
result is unchanged and  is Continually changing in
response to the . As shown in (2), the
common component is :

The main aim here is to collect as much information
as possible about the foreground data and describe it as
accurately as  in a dense manner of , thus theframes
can be interpreted in a dense manner in the following
way:

Where  where  is denoted as
 and  is denoted as

. The best solution for the
foreground/common portion can be found by using 
minimization problem. This can be described as:

By using the inverse transform, the common and
creative components can be recovered at this point as:

Where .
The problem of minimization described above is solved
using the Separable Surrogate method and  can be used
to achieve the desired result.

To discriminate between face and non-facial models,
the learning process is viewed as a two-class issue. Let's
take that into account for , a cross entropy loss as:

Where  is likelihood of sample as face image.

We concentrate on bounding box regression after
defining the face. We consider a candidate part in this
step and predict bounding box are identical to or close to

the ground truth labels. For each sample, the problem in
the context of a regression problem and the Euclidean
loss function is used. This loss function is written as
follows:

 represents the coordinated part and 
represents the truth coordinates of face. Likewise, a
recognition procedure is used in which a regression
problem is formulated and the Euclidean loss is
maintained as follows:

We allocate different tasks of the CNN in this phase
and in this learning process, there are various types of
training images. The ultimate learning goal:

Where  is the total amount of training samples.

The face recognition CNN model is presented in this
segment, which includes deep feature learning. The
function learning is done on the landmark points that
have been defined. The input layer, according to the
proposed architecture, is dimensioned as 100x100x1 or
any other picture you have as an input. We used ten
convolutional layers, one completely connected layer and
five pooling layers in this network, with every
convolutional layer receiving a Rectified Linear Unit
(ReLU) excluding the final convolutional layer. To
enhance efficiency, we provide parametric ReLU as well
as additional convolutional layers, Conv-12 and Conv-
22, that help to minimize the effects of illumination
variations. We use a 3x3 filter in this study, with the first
pooling layers using the peak pooling operator and the
last three layers using average pooling. These
dimensional features provide strong discriminative
details of testing face images, which are collected from
the face recognition module, in order to obtain successful
classification. Before processing feature learning. Since
there are multiple frames in a video sequence, the
average function of the pool5 features is used to reflect
the feature of the whole sequence. To learn the function,
we employ a Bayesian learning procedure  and 
images are Gaussian distribution was used to model the
data directly as a joint distribution. Consider the
following representation of the combined distribution of
these images as  in the event
that the input images are  and  If the images are from
the same class and the Gaussian distribution is described
as .The log-likelihood ratio
between inter and intra groups is calculated using a
Gaussian distribution as:
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Where  and  and the two semi-definite matrices.
The face vector can be modeled as in this learning
method  where  denotes the identified vector
and  denotes the pose, and illumination variation. These
two parameters are added together to form a Gaussian
distribution with a zero mean as  and .
Here, the estimation of  and  by maximizing the
distance as:

 is the pair such as  if  and  are the
same individual, otherwise .

In this study, we employed a NN approach utilizing
convolution layers to identify, map, and recognize faces.
Our proposed method begins with a context removal
model that facilitates feature extraction and learning. In
addition, we have developed a CNN-based structure for
identifying the facial area and a tool for bounding box
regression. We employed a CNN-based model for feature
learning to train the features, for inter and intra-features.
Through a comprehensive experiment, we demonstrated
proposed solution with superior performance.

Feature Extraction Architectures

Real-time face detection and verification using a
CNN-based scheme is described. The introduction of
AlexNet brought about a significant breakthrough in
image classification, leading to the widespread adoption
of Convolutional Neural Networks (CNNs) as an
effective machine learning technique. This architectural
design represents a remarkable advancement in deep
learning for addressing image classification tasks. The
initial convolutional layer applies an 11x11 filter scale
with a stride of 4, while the subsequent convolutional
layers use a 3x3 filter size. The architecture employs
max-pooling as the subsampling layer.

AlexNet integrates overlapping pooling, which
means that the strides of the pooling layer are smaller
than the pooling filters. By adopting this approach, the
top-1 and top-5 error rates are reduced by 0.4% and
0.3%, compared to the use of local pooling, where the
stride size matches the pooling size. VGG conducted a
research on the depth of convolutional networks in order
to investigate the influence of network depth on the
accuracy and precision of large-scale image recognition
and categorization. VGG employs a 3x3 convolution
kernel for all layers to increase the number of network
layers without introducing excessive parameters.

The VGG network requires RGB images of size
224x244 as input. To create the input, the RGB values of
all images in the training dataset are combined into a
single image. This aggregated image is then fed into the
VGG convolutional network. The convolution stage of
the network can be configured with either a 3x3 or 1x1
filter. VGG11 consists of at least eight convolutional
layers and three fully connected layers.

VGG19 can have up to 16 convolutional layers. For
more complex problems, additional layers are often
added to the VGG network. These extra layers allow the
network to learn more complex features over time,
improving precision and performance. However, training
DNNs with many layers can be challenging. To address
this challenge, residual networks (ResNets) have been
introduced. ResNets are designed to make training
intense networks easier.

We initially observe a direct connection that bypasses
multiple intermediate layers (the specific number of
layers may differ based on the model). The skip
connection, also referred to as the center of residual
blocks, establishes a relationship. The presence of this
skip connection impacts the performance of the layer.
Without the skip connection, the input 'x' undergoes
multiplication with the layer weights, followed by adding
a bias term.

The activation function is then applied to this
concept, f(x) and we get our output as H(x):

The performance has increased since the
implementation of the skip relation:

A potential issue arises when the structure of the
input and output differs, particularly in the case of
convolutional and pooling layers. To address this, we can
employ one of two techniques. The first involves
padding the skip relation with additional zero entries to
increase its dimensions. The second technique, the
projection method, adds 11 convolutional layers to the
data to match the dimensions. In this scenario, the
outcome is as follows:

GoogLeNet differs significantly from AlexNet and
ZF-Net as it were previously advanced architectures. It
uses a series of methods with 11 convolution and global
average pooling, to produce deeper architecture.

Various image processing techniques such as
histogram modification, wang filter, linear contrast
correction, and Contrast Limited Adaptive Histogram
Equalization (CLAHE) can be used. Additionally, video
frames can be affected by issues like motion blur, out-of-
focus blur, jitter, and occlusions. To create a face
representation for the simple template, a straightforward
approach is to aggregate the features obtained from the
extracted frames. This aggregation allows for the
classification of faces from video frames. Face
embedding’s, calculated using a facial representation
model, play a crucial role in this process. This model is
denoted as:

The selection of photos for training, denoted by ‖*=
{i1,i2, iM }, and the corresponding training data features,
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denoted by F*={f1,f1, fM}, are also referred to as noisy
training data embeddings. The expression p(f I, I*, F*)
represents the uncertainty in estimating the function
embedding, while p(f I*, F*) represents the probability
density of the face image in the noiseless embedding. In
this context, we use function ȹ to map face images to the
appropriate embedding. Let's consider a template T=
{i1,i2, iN} that contains N images representing a single
identity. The number of N images allows us to
approximate the noiseless attribute embedding using an
expectation function, it can be very high Ȇ(FT):

Where rT introduced the templates and ɡ(fi) indicates
the expected weights for the attributes of ith image in the
template under consideration T. This method aids in the
reduction of attribute noise.

Consider the case where we have n number of faces
from video data as  where  denotes the
video sequence with varying number of images Ki as

 where  represents the kth frame
in the current video and  denotes the label. We start by
extracting the function for each frame  from the
function embedding module, which is denoted as  .
The main goal here is to create a collection of linear
weights  Features extracted from the feature
embedding module are used for each video. As a result,
the combined features can be written as:

This aids in the creation of a feature vector that is
roughly the same size as a single face picture.

The aggregation module is also improved by
cascading two attention blocks. Consider the following:

 denotes the kernel of first attention block and 
denotes the aggregated features. Here, we calculate the

 using a transfer layer and aggregated features, the
kernel of the secondary attention block is formed . This
can be denoted as:

Where W is weight matrix and b is the bias vector of
neurons and . A hyperbolic tangent
nonlinearity is used. We share the weights and calculate
the loss using these functions. The main goal of network
training is to reduce loss as:

Where  and m is a constant with a value 2.
During the training phase, we will train these models in
both an end-to-end and one-by-one manner. In this study,
we have opted to train the network on individual images,
one by one, and subsequently train the aggregation
module. Before ex-tracting features, face recognition and
alignment are per-formed. The input image has a
resolution of 224x224 pixels. Face detection and
recognition are crucial components in vis-ual
surveillance systems. This paper introduces a novel tech-
nique for real-time facial detection and recognition in
videos recorded by CCTV surveillance cameras and the
features are extracted.

Results and Discussion
The introduced models for face detection,

monitoring, and verification are evaluated. To begin,
we'll go over the specifics of the dataset used in these
techniques. In terms of different performance metrics,
the observed performance using proposed techniques is
compared to cutting-edge approaches.

Dataset Comparison

We present a detailed experimental setup in this
section of review based on the proposed method. We
used open-source video face recognition databases such
as the IARPA Janus Benchmark A (IJB-A), the YouTube
Face dataset, and the Celebrity-1000 dataset to test the
output of the proposed method.
Table 1: Comparative analysis for IHB-A using Bayesian Learning

Model

Method FAR = 0.01
(%)

FPR = 0.1
(%)

LSFS (Wang et al., 2015) 0.73 0.89
Triplet Similarity (Sankaranarayanan et
al., 2016)

0.79 0.94

Deep Multi-Pose (Liang et al., 2022) 0.87 .95
DCNNfusion (Chen et al., 2015) 0.83 0.96
Triplet Embedding (Sankaranarayanan et
al., 2016)

0.90 0.96

Proposed Model 0.92 0.97

Similarly, we assess the efficiency of the proposed
solution in the 1: N case, as shown in Table 1, by
comparing it to existing techniques.
Table 2: Comparative Analysis in terms of FPIR and FPR

Bayesian Learning Model

Method FPIR = 0.01
(%)

FPR = 0.1
(%)

LSFS (Wang et al., 2015) 0.38 0.61
Triplet Similarity (Sankaranarayanan et
al., 2016)

0.55 0.75

Deep Multi-Pose (AbdAlmageed et al.,
2016)

0.52 0.75

DCNNfusion (Chen et al., 2015) 0.57 0.79
Triplet Embedding (Chen et al., 2016) 0.75 0.86
Proposed Model 0.78 0.89

φ ≈ f =Ê ( T )
​

p f ∣I , F f
​

∑i=1
N ( ∗ ∗) i

r =T ​

g f
​

f
​∑i=1

N ( i) i

X , y
​ ​

( i
i)i=1

n
X i

X =i x
​

,x
​

, …x
​

{ 1
i

2
i

K
​

i

i } x
​

k
i

y
​

i

x
​

i
k

f
​

k
i

a
​ ​

{ k}k=1
K

r =
​

a
​

f
​

∑k k k

s
​ =k q f

​T
k

a
​ =k

​

​

exp s
​

∑j ( j)
exp s

​

( k)

q1 r0

q2

r0

q =2 tanh r w + b( 0 )

tanh x =( ) ​

e +ex −x
e −ex −x

l
​ =i,j y

​∥ri1 −i,j rj1∥ ​ +2
2 (1 − y

​) max(0,m −i,j ∥ri1 −

rj1∥ ​)2
2

y
​ =i,j 1



Revathi Lavanya Baggam and Vatsavayi Valli Kumari / Journal of Computer Science 2025, 21 (8): 1819.1833
DOI: 10.3844/jcssp.2025.1819.1833

1828

The provided comparison in Tables 2 and 3 clearly
illustrate that the proposed method outperforms various
existing approaches including LSFS,
DCNNmanual+metric, Triplet Similarity, Deep Milti-
Pose, DCNNfusion, and Triplet Embedding. In this
section, the performance of the YouTube face dataset,
which is specifically designed for video face recognition,
is evaluated. Table 3 presents a comparison of the face
detection results obtained for the YouTube dataset.
Table 3: Comparative performance for Youtube dataset

Method Accuracy (%) AUC (%)
LM3L (Hu et al., 2015) 81 89
DDML (combined) (Hu et al., 2014) 82 90
DeepFace Single (Taigman et al., 2014) 91 96
DeepID2+ (Sun et al., 2015) 93 -
Wen et al. (Wen et al., 2016) 94 -
CNN+Max. L2 91 97
CNN+Min. L2 94 98
CNN+MaxPool 88 95
Proposed Model 95 98

As shown in Table 4, regarding facial recognition
precision and AUC, the suggested solution outperforms
the competition. Compared to the CNN+MaxPool model,
the average accuracy of the proposed model is 95.22,
which is a 6.06% improvement. The Celebrity-1000
dataset is primarily concerned with the issue of video-
based face recognition. This data comprises 159726
video sequences with 1000 human subjects and 2.4
million frames. With the results, this dataset offers two
test protocols: open-set and close-set. Table 5 illustrates
the performance of the suggested approach for close-set
data, and it is compared to existing techniques on LTF
and YTF datasets. To assess results, we looked at a
variety of subjects and calculated rank-1 frequency.
Table 4: Comparative performance for Celebrity-1000 dataset

Method 100 200 500 1000
MTJSR (Yuan et al., 2012) 50 % 40% 35% 30%
CNN+Mean L2 85% 77% 74% 67%
CNN+AvePool - VideoAggr 86% 82% 80% 74%
CNN+AvePool - SubjectAggr 84% 78% 77% 73%
Proposed Model 91% 86% 85% 82%

Table 5: Face Detection accuracy values on YTF and LFW
Datasets

Method Trainset LFW YTF
FaceNet (Tang et al., 2020) 200M 99.7% 95.1%
DeepID2+ (Tang et al., 2020) 0.2M 99.4% 93.2%
Center face (Wen et al., 2016) 0.7M 99.2% 94.9%
A-softmax (Liu et al., 2017b) 0.46M 99.4% 95%
Alignment learning (Identical) (Tang et al.,
2020)

0.46M 99.5% 96.2%

Alignment learning (Similarity) (Tang et al.,
2020)

0.46M 98.0% 93.4%

Alignment learning (Affine) (Tang et al.,
2020)

0.46M 98.8% 94.2%

Proposed model 0.46M 99.8% 98.6%

This study also aims to assess the efficiency of the
end-to-end detection process by using CASIA-Web-Face
as the training dataset. The main focus is on end-to-end
learning and examining the effect of face alignment on
recognition outcomes with various geometric
transformation configurations. To accomplish this,
alignment networks are trained using CASIA-Web-Face,
and the model's performance is evaluated using a single
patch function for recognition. Fig. 2 gives comparative
performance of Celeb-1000 dataset.

Fig. 2: Comparative performance of Celeb-1000 dataset

Table 6 illustrates Celebrity dataset recognition
accuracy comparison in which proposed model has
reported highest accuracy.
Table 6: Youtube celebrity dataset recognition accuracy

comparison

Method Accuracy (%)
Hidden Markov Model (HMM) (Kim et al., 2008) 72
MDA (Wang & Chen, 2009) 68
SANP (Hu et al., 2011) 69
COV+PLS (Wolf et al., 2011) 72
UISA (Zhou et al., 2020) 76
MSSSRC (Ortiz et al., 2013) 84
Proposed model 93

Fig. 3: Face detection accuracy on YTF and LFW datasets

This shows that the proposed model realizes better
results than the competitors in facial recognition,
identification, and monitoring. Figures 3 and 4 show the
face detection and person recognition comparison on
datasets.

http://192.168.1.15/data/13275/fig2.png
http://192.168.1.15/data/13275/fig2.png
http://192.168.1.15/data/13275/fig3.png
http://192.168.1.15/data/13275/fig3.png
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Fig. 4: Person Recognition Accuracy comparison for YouTube
celebrity dataset

Table 7: Person detection and recognition in terms of FAR

Method 1:1 Verification TAR
FAR=0.001(%) FAR=0.01(%) FAR=0.1(%)

LSFS (Wang et al.,
2015)

0.51 0.73 0.89

DCNN (Chen et al.,
2015)

- 0.78 0.94

Triplet Similarity
(Shankaranarayanan et
al., 2016)

0.59 0.79 0.94

Pose-aware models
(Masi et al., 2016)

0.65 0.82 -

Triplet Embedding
(Masi et al., 2016)

0.81 0.90 0.96

Template Adaption
(Crosswhite et al.,
2018)

0.83 0.93 0.97

CNN + Max L2 (Yang
et al., 2017)

0.20 0.34 0.60

CNN + Min L2 (Yang
et al., 2017)

0.03 0.14 0.97

CNN + Mean L2
(Yang et al., 2017)

0.68 0.89 0.97

CNN + Soft Min L2
(Yang et al., 2017)

0.69 0.90 0.97

CNN + Max Pool
(Yang et al., 2017)

0.20 0.34 0.60

CNN + Avg Pool
(Yang et al., 2017)

0.77 0.91 0.97

NAN (Yang et al.,
2017)

0.88 0.94 0.97

Proposed Model 0.92 0.97 0.98

Here we present a study on the recognition of faces
using the IJB-A dataset. The IJB-A dataset is composed
of videos and face images that have been captured in
different environments. Table 7 provides the results of

the proposed method where True Acceptance Rate (TAR)
& False Acceptance Rate (FAR) are compared with the
existing models.

As compared to current approaches, the proposed
solution produces better results, as seen in the table
above. We used some of the comparative techniques
described by Wang & Chen (2009), in which the
experimental research is expanded by integrating L2
distance measurements with CNN architecture, such as
CNN + Max L2, CNN + Min L2, CNN+Mean L2 and
CNN+SoftMin L2 along with max and average pooling
such as CNN+MaxPool and CNN+AvePool. As a result
of these methods, efficiency is improved as 0.978±0.004
however, the suggested aggregation module aids in the
reduction of noisy functions, thus improving the system's
accuracy.

In this segment, we show the results of an experiment
on the YouTube face database. There are 3425 videos in
this data set, representing 2684 different individuals. The
number of frames in these videos ranges between 59 and
7080.
Table 8: Person recognition performance for Youtube dataset

Method Accuracy (%) AUC (%)
LM3L (Hu et al., 2015) 81 89
DDML (Hu et al., 2014) 82 90
Eigen PEP (Li et al., 2015) 84 92
Deep Face-single (Taigman et al., 2014) 91 96
CNN + Max L2 (Yang et al., 2017) 91 -
CNN + Min L2 (Yang et al., 2017) 94 98
CNN + Mean L2 (Yang et al., 2017) 95 98
CNN + Soft Min L2 (Yang et al., 2017) 95 98
CNN + Max Pool (Yang et al., 2017) 88 95
CNN + Avg Pool (Yang et al., 2017) 95 98
NAN (Yang et al., 2017) 95 98
Proposed Model 98 99

Fig. 5: Real-time person identification

Prior to conducting facial recognition on the video, a
feature vector is created with extraction of the features.
In Table 8, a comparison of the efficiency of various
methods for detecting faces in videos in terms of
recognition accuracy and the area under the curve are
presented (Yang et al., 2017). Based on comparative
analysis, the proposed method achieves a precision rate
of 98.23%, demonstrating a significant improvement
over existing technique.

http://192.168.1.15/data/13275/fig4.png
http://192.168.1.15/data/13275/fig4.png
http://192.168.1.15/data/13275/fig5.png
http://192.168.1.15/data/13275/fig5.png
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From Figures 5, 6 and 7, our model is able to detect
multiple persons on a single execution process and
generating the results. And also, it is most suitable on
both real-time and existing datasets, the major advantage
is, it is also suitable on moving objects.

Fig. 6: Real-time face detection and person re-identification
from playing videos (motion detection) (wearing
goggles) and compared with datasets

Fig. 7: Real-time face detection from the image datasets - Old
images (art images) and person re-identification

Conclusion
This study focuses on improving the efficiency of a

face detection system by developing new methods.
While current methods mainly concentrate on facial
recognition in still images, the increasing demand for
security applications requires the development of
surveillance systems that can identify, monitor, and
recognize multiple faces. To accomplish this, a technique
based on deep learning is used to detect and track faces.
A model for extracting combined features is then created
to generate a database that has been trained. Additionally,
a model for extracting TLBP features is employed to
improve face detection accuracy. A scheme for Bayesian
learning is developed for face recognition. A model for
feature learning based on CNN is used to learn the
features, utilizing the calculation of log-likelihood ratios
between inter and intra-features. The GoogleNet
architecture is utilized to develop the CNN. The softmax
operator is employed to incorporate feature attention and
aggregation models, processing substantial features. The
network is designed using a one-by-one training process.
For future work, integrating person re-identification

techniques into the system can facilitate identification
even in cases of occlusion. Additionally, implementing a
face reconstruction approach based on 3D face
reconstruction can improve accuracy for low-quality
images.
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