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Abstract: This study is a novel proposed classification system for ECG 

image classification. This proposed system uses nonnegative matrix 

factorization for feature extraction and ensemble methods for classification, 

and the results are compared with the features extracted by the principal 

component analysis, kernel principal component analysis, and independent 

component analysis. Although algorithms find image classification 

challenging, humans typically find it easy. Data processing might raise new 
issues during the decision-making process due to the huge and quick 

development of computers and information technology. In the subject of 

image classification, the researchers have encountered various challenges, 

particularly in identifying the image's best features that can provide a high 

degree of classification accuracy. The ultimate goal of this research is to 

optimize the image categorization process. There are six types of ensemble 

methods classifiers used in the proposed classification system. The six 

classification methods are the Adaboost M1 "Adaptive Boosting", Bagging 

Mea-Estimator, Logitboost, Gentleboost, Robustboost and Subspace. The 

results made for different numbers of feature extraction and As demonstrated 

by the experimental results, the bagging mea-estimator outperforms other 

ensemble methods for classification and the performance of the classifiers 
using features extracted from the nonnegative matrix factorization 

outperforms the performance using other feature extraction methods such as 

principal component analysis, kernel principal component analysis and 

independent component analysis. The performance of the classifiers using 

these methods is dependent on the number of features used. 

 

Keywords: Nonnegative Matrix Factorization (NMF), Principal Component 

Analysis (PCA), Kernel Principal Component Analysis (KPCA) and (ICA) 

Independent Component Analysis, Ensemble Methods Classifier, Features 

Extraction 

 

Introduction 

Both the actual data and a model of the data can be 

used in classification to assign an object to a class based 

on how similar it is to earlier examples of other objects. 
Image classification groups data into categories by 

examining the numerical characteristics of different 

image features (Aggarawal, 2015; Vendrow et al., 2021). 

Among the most fundamental issues in computer vision, 

image classification has not changed. Simultaneously, 

owing to the widely available Internet, the amount of 

image data has significantly expanded (Gonzalez, 2009). 

Its extensive application value is seen in its widespread 

use in machine intelligence, medical research, criminal 

investigation and detection, access control systems, video 

surveillance pattern recognition and image processing 

(Fang et al., 2012). How to achieve computational and 
memory efficiency in large-scale image classification 

without sacrificing classification accuracy is a major 

challenge (Chen et al., 2015). Typically, classification 

algorithms use two processing phases: Training and 

testing. During the first training phase, features that are 

characteristic of normal images are isolated, and each 

classification category (or training class) is given a unique 

description based on these features. Classifying image 

features using these feature-space partitions is done in the 

following testing process (Revathy et al., 2015). With 

inputs from the factoring matrix of nonnegative 
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Nonnegative Matrix Factorization (NMF), the system 

suggests using a novel approach to categorize image band 

methods for Categories of Ensemble Methods for 
Classification. The outcomes are then compared with 

inputs from Principal Component Analysis (PCA), 

Independent Component Analysis (ICA) and Kernel 

Principal Component Analysis (KPCA).  

Materials and Methods 

Nonnegative Matrix Factorization (NMF) and 

Ensembles (Fit ensemble)  

Nonnegative Matrix Factorization (NMF) 

The dimension-reduction method known as 

Nonnegative Matrix Factorization (NMF) is predicated on 

a low-rank feature space approximation. The NMF 

technique has attracted a lot of interest in the 

bioinformatics field due to its ability to extract 

interpretable portions from high-dimensional datasets but 

provide fewer features overall. Furthermore, statistical 

independence was successful in a number of clustering 

and classification tasks (Wu et al., 2019; 2021; 

MacMillan and Wilson, 2017). NMF only permits 

additive partnerships. Based on this methodology, we 

may map the low-level image features into the additive 

combination of latent semantics for the clustering, which 

has been shown to be closer to how humans perceive and 

understand the data (Fang et al., 2012; Wu et al., 2021). 

Discussion is held regarding the evolution and 

convergence qualities of hybrid methods that rely on 

both smoothness and sparsity requirements for the 

generated nonnegative matrix factors (MacMillan and 

Wilson, 2017). 

Ensembles 

Ensembles have been demonstrated to have greater 

flexibility in the functions they may represent, making them 

a useful tool for merging less accurate classifiers to create 

highly accurate ones (Zhang and Ma, 2012; Zhang et al., 

2014). When there is a considerable degree of model 

variation, ensembles typically produce superior 

outcomes. The classifier can concurrently promote 

individual accuracy and diversity within the ensemble by 

training in several new regions (Jukic et al., 2020). The fit 

ensemble includes Adaboost m1 "Adaptive Boosting", 

bagging mea-estimator, GentleBoost, RobustBoost and 

LogitBoost. The objective is to use the inputs to 

anticipate the values of the outputs, even though every 

learning algorithm will tend to fit some issue types better 

than others and will often have many distinct parameters 

and configurations to be tweaked before obtaining 

optimal performance on a dataset. Supervised learning is 

the name of this exercise, which makes use of the more 

recent machine learning language. The term 

"predictors," which we will use interchangeably with 

"inputs," is frequently used in the statistical literature to 

refer to the inputs (Stamp, 2017; Freund and Schapire, 

1999; Hastie et al., 2021). 

Supervised learning is the name of this exercise, which 

makes use of the more recent machine learning language. 

The term "predictors," which we will use interchangeably 
with "inputs," is frequently used in the statistical literature 

to refer to the inputs. (Partial search algorithm) that, in 

certain cases, can offer a good enough solution to an 

optimization problem, particularly when dealing with 

limited computer resources or imprecise or partial data.  

The process of creating several copies of a predictor 

and combining them to create an aggregated predictor is 

known as bagging predictors. For numerical predictions, 

the aggregation averages across versions; for class 

predictions, it uses a plurality vote (Liang et al., 2011). 

Modified training sets for Bagging are created by 
resampling the original training set, and classifiers built 

with these training sets are then merged by voting. 

Combining several versions via arcing or Bagging greatly 

lowers variation (Breiman, 1998). 

Proposed Methods  

This section presents the proposed method for how 

the system makes preprocessing for the images and 

ensemble methods for classification of images with 

inputs obtained from factoring matrix of nonnegative 
matrix factorization (NMF) and compares the output 

from the Independent Component Analysis (ICA), 

Kernel Principal Component Analysis (KPCA) and 

Principal Component Analysis (PCA) with the 

findings. Figure (1) shows the main steps of the 

proposed system. This proposed system contains five 

major steps. The first step is to feed the images into the 

system. Next, preprocess the images by resizing them 

according to the measured rate of (256*256). Finally, 

convert the images from an RGB two-dimensional 

matrix to a grayscale two-dimensional matrix by the 

measured rate of (256*256). In the second stage, 
features are extracted from training and testing data 

using an NMF method, and the features are then used 

in the classification. In the third step, the features 

extracted are input to the fit ensemble classifier. The fit 

ensembles include Adaboost m1 "Adaptive Boosting", 

bagging mea-estimator, GentleBoost, RobustBoost, 

LogitBoost and Subspace. 

The Fourth Step consists of a great model depending on 

the previous steps where learning this model about all 

features of each image and its correct classification. The fifth 

and final step is to use this model to measure the performance 
examination of the testing data accuracy by using the 

confusion matrix function and the amount of error. 
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Fig. 1: The main steps for the proposed system 

 

Image Preprocessing 

This is the first step of the proposed system. When 

input into the system, preprocessing will be applied to 

images, which are resized of the image in accordance, 

after which the data is transformed from RGB to grayscale 

at the determined rate of (256*256) two-dimensional 

matrix (Dual Matrix dimension by the rate of (256*256) 

(Fig. 2). Resize image down samples an image with a 

factor of two from 512 by 512-256 by 256 in the vertical 

and horizontal directions with the aid of Eq. (1): 

 

𝑓𝑑(𝑚,𝑛) = 𝑓(2𝑚, 2𝑛)  (1) 

 

The sampled image is denoted by fd(m, n), and the 

original continuous image is represented by f(x, y). While 

there are methods to convert a full-color image to 

grayscale using Eq. (2), grayscale algorithms all follow 

the same fundamental three-step procedure: 

 

1. Obtain a pixel's red, green and blue values 
2. To convert those values into a single grey value, use 

complex math 

3. Put the new grey value in lieu of the previous red, 

green and blue values 

 
 
Fig. 2: Image conversion and downsizing 
 

In my explanation of grayscale algorithms, I'll 

concentrate on step 2: Applying math to convert colour 

data to grayscale values. Thus, when you come across a 

formula such as this one: 
 
𝐺𝑟𝑎𝑦 = (𝑅𝑒𝑑 + 𝐺𝑟𝑒𝑒𝑛 + 𝐵𝑙𝑢𝑒)/3 (2) 
 

Acknowledge that the real code implementing this 

kind of algorithm looks like: 
 
 For Every Pixel in the image {  

 Red = Pixel.Red Green = Pixel. Green Blue = Pixel.Blue  

 Gray = (Red + Green + Blue) / 3  

 Pixel.Red = Gray  

 Pixel.Green = Gray 

 Pixel.Blue = Gray} 
 
Feature Extraction Implementation  

This process includes choosing the best features by 

(Principal component analysis (PCA), Kernel Principal 

Component Analysis (KPCA), Independent Component 

Analysis (ICA), and Nonnegative Matrix Factorization 

(NMF)) After image preprocessing, which restores the 

image size and then converting to grey, where is the 

introduction of these features on the third step for 

training model for the purpose of completing the 

classification process. 

Non Negative Matrix Factorization (NMF) 

A class of multivariate analysis and linear algebraic 
techniques known as nonnegative matrix approximation 

divide a matrix V into (typically) two matrices, W and H, 
with the characteristic that none of the three matrices 
contains a negative element. The resultant matrices are 
simpler to examine because of this non-negativity. Using 
the NMF technique to extract features, enter the features 
with the Function's correct image classification (Fit 
ensemble (Bagging)) and create a model that includes the 
proper image classification and features (Fig. 3). 
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Fig. 3: Extracting features by NMF and completing the 

classification process 

 

Principal Component Analysis (PCA) 

Principle component analysis (PCA) is a statistical 

technique that turns a series of observations of potentially 

correlated variables into a set of values of linearly 
uncorrelated variables known as principal components via 

an orthogonal transformation. The number of original 

variables is either equal to or less than the number of 

primary components. The process of extracting features 

involves the use of the PCA technique. The features are 

then entered into the Fit Ensemble (Bagging) Function, 

which correctly classifies the image. This allows the 

model to be configured with the features and image 

classification shown in Fig. (4). 

Kernel Principal Component Analysis (KPCA) 

Principal Component Analysis (PCA) is expanded upon 

by Kernel Principal Component Analysis (KPCA), which 

makes use of kernel approaches. Utilize the KPCA technique 

to extract features, which will then be entered into the Fit 

ensemble (Bagging) and training model to ensure accurate 

picture categorization and feature extraction. 

The goal is to extract features using the KPCA 

technique, enter those features with the Function's correct 

image classification (Fit ensemble (Bagging)) and create 

a model that includes the features and correct image 

classification (Fig. 5). 

Independent Component Analysis (ICA) 

The process of identifying underlying factors or 

components from multivariate (multi-dimensional) 

statistical data is known as independent component 

analysis or ICA. The way that ICA looks for components 

that are non-Gaussian and statistically independent sets it 

apart from other approaches. Use the ICA technique to 

extract features, then enter the features with the Function's 

correct image classification (Fit ensemble (Bagging)) and 

create a model that includes the features and correct image 

classification (Fig. 6). Using the ICA technique to extract 

features, enter the features with the Function's correct 

image classification (Fit ensemble (Bagging)) and create 

a model that includes the features and correct image 

classification (Fig. 6). 

 
 
Fig. 4: Extracting features by PCA and completing the 

classification process 
 

 
 
Fig. 5: Extracting features by KPCA and completing the 

classification process 

 

 
 

Fig. 6: Extracting features by ICA and completing the 
classification process 

 

Construction of Classifiers  

This is the main step in the proposed system, which is 

the model building, feature extracted input to the Fit 

ensemble classifier; Fit ensemble includes Adaboostm1 

"Adaptive Boosting", bagging mea-estimator, 

GentleBoost, RobustBoost and LogitBoost. 

Framework for Ensemble  

This part of the model, called the classifier, used the 

ensemble method in this work. An ensemble classifier is 

a technique that combines two or more classifiers to 

improve prediction and data voting. Ensemble 

approaches, which are used in machine learning and 

statistics, combine several learning algorithms to produce 

a predicted performance that is higher than that of any one 

of the individual learning algorithms. A machine learning 

ensemble, in contrast to a statistical ensemble in statistical 

mechanics, which is frequently unlimited, refers 

exclusively to a concrete, finite set of possible models, 

although it usually permits a far more flexible structure to 

exist among those options. 
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Effective ensemble approaches combine the 

predictions of several individual classifiers, but they are 

best characterized by the accuracy and diversity of each 
individual classifier. More accurate predictions should be 

produced by an accurate classifier than by a random 

classifier, whereas independent predictions should be 

produced by a varied classifier. Creating a number of 

trained models is the first stage in creating an ensemble 

classifier. Classifiers form the basis of the models. Every 

base classifier is trained using training data that has been 

altered in a different way than the original dataset. The 

basis classifiers are combined in the second phase. An 

unweighted or weighted vote is used to combine all of 

their forecasts into a final prediction. 

Fit Ensemble Classifier Implementation  

The features extracted from one of the algorithms 

above are input to the (Fit ensemble (Bagging)) and used 

this image's attributes to train the model for accurate 

image classification. 

Adaboost m1 “Adaptive Boosting”  

Another widely used ensemble technique is called 

boosting, which learns a succession of "weak" classifiers, 

each one with the goal of improving on the mistakes made 

by the one before it. Boosting is now among the best 

generic inductive classification methods. Base classifiers 

are created by resampling a training data set, much like 

Bagging. On the other hand, boosting employs an 

alternative resampling method. In order to train samples 

of the previous iteration that were mistakenly classified, 

the method samples a training data set for a base class. By 

increasing their sensitivity to instances of inaccurate 

classification, the prediction performance of base 

classifiers is improved. Adaboost is the most popular 

boosting implementation. 

To train the model for accurate image classification, 

upload a specific image to the system, resize it to 256 by 

256 and convert it to grayscale. Next, the NMF technique 

is used to extract the image's features, which are then fed 

into the fit ensemble (Adaboost m1) classifier.  

Bagging (Bootstrap Aggregating) 

One of the most well-known ensemble techniques is 

Bagging, a machine learning ensemble meta-algorithm 

created to increase the stability and accuracy of machine 

learning algorithms used in statistical classification and 

regression. Every member classifier in the Bagging 

algorithm is built using a distinct set of training data. A 

uniformly random replacement sample is taken from the 

original data set to create each training data set. When the 

dimensionality of the feature vector is more than the 

number of data samples, the feature subset technique 

performs better and lowers variance. A specific image is 

entered into the system, resized to (256*256) and then 

converted to grayscale. Next, features are extracted from 

the image using the NMF technique, which is then input 

to a classifier (fit ensemble (Bagging)) and the model is 
trained using the accurate classification of the image and 

its features. 

LogitBoost 

Another popular ensemble technique is called 

LogitBoost. Resampling a training data set yields base 

classifiers. But boosting makes use of an alternative 

resampling technique. In order to train erroneously 

categorized samples of the previous iteration, the process 

samples a training data set for a base class. By increasing 

their sensitivity to cases that are erroneously identified, 

logit boost improves the prediction performance of base 

classifiers. A specific image should be entered into the 

system, resized to 256 by 256 and then converted to 

grayscale. Next, the image should be extracted using the 

NMF technique, and this feature should be inputted to a 

classifier (Fit ensemble (LogitBoost)) so that the model 

can be trained on the correct classification of the image 

and its features. 

GentleBoost 

By increasing their sensitivity to cases that are 

erroneously classified, a gentle boost increases the 

prediction performance of base classifiers. A training data 

set is resampled to create base classifiers, much as bagging. 

The resampling method used by GentleBoost, on the other 

hand, is distinct and works well with objects that have more 

symmetrical and rigid features. Using the NMF technique, 

extract the image's features and input them into a classifier 

(Fit ensemble (GentleBoost)) by entering the image in the 

system, resizing it to 256 by 256 and then converting it to 

grayscale. Finally, the model will be trained on the accurate 

classification of the image and its features.  

Rusboost  

Another popular ensemble method is Rusboost. Base 

classifiers are created by resampling a training data set, 

much like Bagging. Nevertheless, Rusboost employs an 

alternative resampling technique. In order to train samples 

of the previous iteration that were mistakenly classified, 

the method samples a training data set for a base class. 

Rusboost improves the prediction performance of base 

classifiers by increasing their sensitivity to instances of 

wrong classification. Rusboost is the most widely used 

implementation of the Technique; however, some newer 

algorithms are said to perform better. Enter a specific 

image into the system, resize it to 256 by 256 and then 

convert it to grayscale. Next, use the NMF technique to 

extract the image's features, which you then feed into a 

classifier (Fit Ensemble (Rusboost)) to train the model on 

the accurate classification of the image and its features. 
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Subspace 

Subspace uses a different resampling mechanism. The 

mechanism samples a training data set for a base class to 
train incorrectly classified samples of the previous 
iteration. Subspace prediction performance of base 
classifiers by making them more sensitive at incorrectly 
classified instances. The most common implementation of 
the subspace is that some newer algorithms have been 
reported to achieve better results.  

Enter a specific image into the system, resize it to 256 
by 256 and then convert it to grayscale. Next, use the 
NMF technique to extract the image's features, which you 
then feed into a classifier (Fit Ensemble (Subspace)) to 
train the model on the accurate classification of the image 

and its features. 

Predictive Models  

Step four consists of a model containing a number of 
features of each image as well as the correct classification 

of the image. Through the use of prediction between the 
model and features of test images. Finally, measure 
performance accurately through the Function called 
(Confusion Matrix). 

Results and Discussion 

The type of data selected is the electrocardiogram 
(ECG) images, which consist of two types of images: 

Normal ECG images and disease ECG images for 
training. The testing that has been selected is for normal 
diseases or both. The data set used in the experiment is 
relevant to two categories: One of them is the normal 
class, and the other is the disease class. Eight experiments 

were implemented in this work. One hundred and forty 
images for training are used, whereas the first seventy 
images are used for normal ECG images, and the second 
seventy images are used for disease ECG images. Four 
experiments were conducted to test the accuracy and 
efficiency of the same training images, and the other four 
experiments were conducted to test the accuracy and 
efficiency of the different images from outside the 
training images, called testing images. Twenty images of 

them are normal ECG images, and twenty images are 
disease ECG images.  

In the first experiment, the input of one hundred and 

forty images for training is used, where the first seventy 

images are used for normal ECG images and the second 

seventy images for disease ECG images. Selecting all 

these one hundred and forty images for testing, the NMF 

has been used for feature extraction, and output has been 

fed into the fit ensemble using (Adaboost m1), Bagging 

(mea-estimator), GentleBoost, RobustBoost, LogitBoost 

and Subspace for classification and compares the 

accuracy between them using a different number of 

features. The results are shown in Table (1).  

In the second experiment, the input one hundred and 

forty images for training are used, where the first seventy 

images are used for normal ECG images and the second 

seventy images for disease ECG images. Selecting all one 

hundred and forty images for testing, the NMF has been 

used for feature extraction, and output has been fed into 

the fit ensemble using Bagging (mea-estimator) for 

classification and comparing the accuracy with the results 

from PCA, KPCA, and ICA uses different numbers of 

features. These results are shown in Table (2). 

 
Table 1: Classification results using NMF with Adaboost m1, Bagging (mea-estimator), GentleBoost, RobustBoost and LogitBoost 

for classification using hundred and forty same training images as test images 

Features Performance (Accuracy) 

Number  Adaboost m1 Bag Logit boost Gentle boost Robust boost Subspace 

1 83.5714 100 83.5714 88.5714 67.8571 100 

2 100 100 100 100 98.5714 100 

3 100 100 100 100 98.5714 100 

4 100 100 100 100 98.5714 100 

5 100 100 100 100 98.5714 100 

10 100 100 100 100 97.1429 100 

15 100 100 100 100 95.7143 100 

20 100 100 100 100 95.7143 100 

25 100 100 100 100 90.7143 100 

30 100 100 100 100 90 100 

35 100 100 100 100 90.7143 100 

40 100 100 100 100 89.2857 100 

45 100 100 100 100 82.1429 100 

50 100 100 100 100 85.7143 99.2857 

55 100 100 100 100 80 100 

60 100 100 100 100 82.8571 100 

65 100 100 100 100 82.1429 100 

70 100 100 100 100 73.5714 100 

100 100 100 100 100 79.2857 98.5714 
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Table 2: Classification for one hundred and forty ECG images 
using NMF, PCA, KPCA and ICA with Bagging (mea-
estimator) 

Features 
number 

Performance (Accuracy) 

NMF PCA KPCA ICA 

1 100 100 100 100 

2 100 100 100 100 

3 100 100 100 100 

4 100 100 100 100 

5 100 100 100 100 

10 100 100 100 100 

15 100 100 100 100 

20 100 100 100 100 

25 100 100 100 100 

30 100 100 100 100 

35 100 100 100 100 

40 100 100 100 100 

45 100 100 100 100 

50 100 100 100 100 

55 100 100 100 100 

60 100 100 100 100 

65 100 100 100 100 

70 100 100 100 100 

100 100 100 100 100 

 

In the third experiment, selecting the seventy normal 

ECG images was used for testing only, the NMF was used 

for feature selection, and output was fed into the fit 

ensemble using Bagging (mea-estimator) for 

classification and comparing the accuracy with the results 

from PCA, KPCA and ICA. Table (3) shows the results 

using different numbers of features. 

 The fourth experiment uses only the seventy disease ECG 

images for testing; the NMF has been used for feature 

selection, and output has been fed into the fit ensemble 
using Bagging (mea-estimator) for classification and 

comparing the accuracy using different numbers of 

features with the results from PCA, KPCA and ICA as 

shown in Table (4). 

In the fifth experiment, the input one hundred and 

forty images for training are used, where the first seventy 

images are used for normal ECG images and the second 

seventy images for disease ECG images. The testing 

images used forty images, with twenty from the normal 

ECG images and twenty from the disease ECG images 

from outside of the training images. All forty images are 

used for testing, the NMF has been used for feature 
extraction, and output has been fed into the fit ensemble 

using (Adaboost m1), Bagging, mea-estimator, 

GentleBoost, RobustBoost, LogitBoost and Subspace for 

classification and comparing the accuracy between them 

using a different number of features. The results are 

shown in Table (5).  

In the sixth experiment, the input of one hundred and 

forty images for training is used, where the first seventy 

images are used for normal ECG images and the second 

seventy images for disease ECG images. The testing 

images used forty images, with twenty from the normal 

ECG images and twenty from the disease ECG images 

from outside of the training images. All These forty 
images are used for testing; the NMF has been used for 

feature extraction, and output has been fed into the fit 

ensemble using Bagging (mea-estimator) for 

classification and comparing the accuracy with the results 

from PCA, KPCA and ICA using a different number of 

features. These results are shown in Table (6). 
 
Table 3: Classification for seventy normal ECG images using 

NMF, PCA, KPCA and ICA with Bagging (mea-
estimator) 

Features 
Number 

Performance (Accuracy)  

NMF PCA KPCA ICA 

1 100 100 100 100 

2 100 100 100 100 

3 100 100 100 100 

4 100 100 100 100 

5 100 100 100 100 

10 100 100 100 100 

15 100 100 100 100 

20 100 100 100 100 

25 100 100 100 100 

30 100 100 100 100 

35 100 100 100 100 

40 100 100 100 100 

45 100 100 100 100 

50 100 100 100 100 

55 100 100 100 100 

60 100 100 100 100 

65 100 100 100 100 

70 100 100 100 100 

100 100 100 100 100 

 
Table 4: Classification of seventy disease ECG images using 

NMF, PCA, KPCA and ICA with Bagging (mea-
estimator) 

Features 

Number 

Performance (Accuracy) 

NMF PCA KPCA ICA 

1 100 100 100 100 

2 100 100 100 100 

3 100 100 100 100 

4 100 100 100 100 

5 100 100 100 100 

10 100 100 100 100 

15 100 100 100 100 

20 100 100 100 100 

25 100 100 100 100 

30 100 100 100 100 

35 100 100 100 100 

40 100 100 100 100 

45 100 100 100 100 

50 100 100 100 100 

55 100 100 100 100 

60 100 100 100 100 

65 100 100 100 100 

70 100 100 100 100 

100 100 100 100 100 
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Table 5: Classification result using NMF with Adaboost m1, Bagging 

(mea-estimator), Gentle Boost, Robust Boost and Logit Boost 

for classification using forty different images for test 

Feature

s 

Performance (Accuracy) 

Numbe

r 

Adaboos

t m1 

Ba

g 

Logit 

Boos

t 

Gentl

e 

Boost 

Robus

t 

Boost 

Subspac

e 

1 80 70 77.5 80 75 70 

2 100 100 100 100 100 100 

3 100 100 100 100 100 97.5 

4 100 100 100 100 100 90 

5 50 100 100 100 50 100 

10 100 100 100 100 97.5 92.5 

15 100 100 100 100 95 90 

20 100 100 100 100 87.5 75 

25 100 100 100 100 92.5 70 

30 100 100 100 100 95 67.5 

35 97.5 100 97.5 100 82.5 62.5 

40 100 100 100 100 90 65 

45 100 100 100 100 82.5 70 

50 97.5 100 100 100 67.5 72.5 

55 97.5 100 100 100 60 55 

60 100 100 100 100 92.5 52.5 

65 95 100 92.5 92.5 60 60 

70 95 100 97.5 100 70 55 

100 97.5 100 100 95 77.5 50 

 
Table 6: Classification of forty ECG images using NMF, PCA, 

KPCA and ICA with Bagging (mea-estimator) 

Features 
Number 

Performance (Accuracy) 

NMF PCA KPCA ICA 

1 70 95 72.5 47.5 

2 100 97.5 100 67.5 

3 100 100 100 62.5 

4 100 100 100 70 

5 100 100 100 55 

10 100 100 100 42.5 

15 100 100 95 75 

20 100 100 95 65 

25 100 100 100 75 

30 100 100 100 60 

35 100 100 95 72.5 

40 100 100 95 72.5 

45 100 100 95 72.5 

50 100 100 100 72.5 

55 100 100 100 52.5 

60 100 100 95 60 

65 100 100 95 70 

70 100 100 95 80 

100 100 95 95 65 
 

In the seventh experiment, the selecting twenty normal 

ECG images, only used for testing, the NMF was used for 

feature selection, and output was fed into the fit ensemble 

using Bagging (mea-estimator) for classification and 
compares the accuracy with the results from PCA, KPCA 

and ICA. Table (7) shows the results using different 

numbers of features. 

The eighth experiment uses only the twenty diseases, 

ECG images for testing, the NMF is used for feature 

selection, and output has been fed into the fit ensemble 
using Bagging (mea-estimator) for classification and 

comparing the accuracy using different numbers of 

features with the results from PCA, KPCA and ICA as 

shown in Table (8). 

 
Table 7: Classification for twenty normal ECG images using 

NMF, PCA, KPCA and ICA with Bagging (mea-
estimator) 

Features 
Number 

Performance (Accuracy)   

NMF PCA KPCA ICA 

1 70 90 65 60 

2 100 100 100 60 

3 100 100 100 65 

4 100 100 100 60 

5 100 100 100 65 

10 100 100 100 65 

15 100 100 100 45 

20 100 100 100 75 

25 100 100 100 55 

30 100 100 100 65 

35 100 100 100 60 

40 100 100 100 45 

45 100 100 100 70 

50 100 100 100 60 

55 100 100 100 60 

60 100 100 100 55 

65 100 100 100 55 

70 100 100 100 55 

100 100 100 100 40 

 
Table 8: Classification for twenty disease ECG images using 

NMF, PCA, KPCA and ICA with Bagging (mea-
estimator) 

Features 
Number 

Performance (Accuracy)  

NMF PCA KPCA ICA 

1 65 80 75 60 

2 100 100 100 55 

3 100 100 100 60 

4 100 100 100 65 

5 100 100 100 65 

10 100 90 100 45 

15 100 100 90 70 

20 100 100 100 70 

25 100 100 90 70 

30 100 100 100 85 

35 100 100 100 75 

40 100 100 100 75 

45 100 100 100 70 

50 100 100 100 60 

55 100 100 100 65 

60 100 100 100 70 

65 100 90 100 50 

70 90 100 100 70 

100 95 90 100 65 
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Proposed a classification model, Fit Ensemble, for 

large-scale image classification, which has high 

efficiency for image processing of every class. Ensembles 
are a method for the highly accurate classic; The Fit 

ensemble combines the advantages of both learning-based 

and Nonnegative Matrix Factorization (NMF) methods. 

NMF reflects the concept of "parts form an integral" The 

results of NMF decomposition are interpretable, and 

Nonnegative Matrix Factorization (NMF) is much better 

than Technique last (from the Principal Component 

Analysis (PCA), (ICA) Independent Component Analysis 

and Kernel Principal Component Analysis (KPCA)). 

Because NMF is able to extract parts of the exegesis of 

the high data set dimensions as well as the independence 
of the statistical, he has an advantage and the ability to 

reduce the distance between the point and the point of the 

key data features and get specific information. Increasing 

the classification accuracy and optimal use (Fit ensemble) 

because of the use of more than classificatory and 

combined them to give results much better than working 

individually where there is more flexibility in jobs that 

represent a show. The proposed classification scheme was 

verified using an ECG (Electrocardiogram). 

The result of experiments (1, 2, 3) shows when NMF is 

used for feature selection, the Fit Ensemble (Bagging) 

classifier increases the classification accuracy by increasing 

the number of features, especially when choosing the 

number of features that are equal to the number of images. 

Through experiments (5, 6, 7), when using the experimental 

data from outside the training data, it was observed that 

NMF for feature selection and Fit ensemble (Bagging) 

classifier noticeably increased the classification accuracy 

by increasing the number of features especially. 

Experiments show that the classifier (Bag) gives the best 

results when using the NMF. Further, we are planning to 

improve our results with different Classification algorithms 

to improve the quality of the resultant output. 

Conclusion 

This study proposed a classification system, Fit 
Ensemble, for large-scale image classification, which has 
high efficiency for image processing of every class. 
Ensembles are a method for the highly accurate classic; 
The Fit ensemble combines the advantages of both 
learning-based and Nonnegative Matrix Factorization 
(NMF) methods. NMF reflects the concept of "parts form 

an integral" The results of NMF decomposition are 
interpretable, and Nonnegative Matrix Factorization 
(NMF) is much better than Technique last (from the 
Principal Component Analysis (PCA), (ICA) Independent 
component analysis and Kernel Principal Component 
Analysis (KPCA)). Because NMF is able to extract parts 
of the exegesis of the high data set dimensions as well as 
the independence of the statistical, he has an advantage 
and the ability to reduce the distance between the point 

and the point of the key data features and get specific 
information. Increasing the classification accuracy and 
optimal use (Fit ensemble) because of the use of more 
than classificatory and combined them to give results 
much better than working individually where there is 
more flexibility in jobs that represent a show. The 
proposed classification scheme was verified using an 
Electrocardiogram (ECG). Further, we are planning to 
improve our results with different Classification 

algorithms to improve the quality of the resultant output. 
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